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#### Abstract

We consider the problem of generating control policies for a team of robots moving in a stochastic environment. The team is required to achieve an optimal surveillance mission, in which a certain "optimizing proposition" needs to be satisfied infinitely often. In addition, a correctness requirement expressed as a temporal logic formula is imposed. By modeling the robots as game transition systems and the environmental elements as Markov chains, the problem reduces to finding an optimal control policy for a Markov decision process, which also satisfies a temporal logic specification. The existing approaches based on dynamic programming are computationally intensive, thus not feasible for large environments and/or large numbers of robots. We propose an approximate dynamic programming (ADP) framework to obtain suboptimal policies with reduced computational complexity. Specifically, we choose a set of basis functions to approximate the optimal costs and find the best approximation through the least-squares method. We also propose a simulation-based ADP approach to further reduce the computational complexity by employing low-dimensional calculations and simulation samples.


Index Terms-Approximate dynamic programming (ADP), Markov decision process (MDP), multiagent system, simulation-based method, temporal logic constraints.
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## I. INTRODUCTION

TEMPORAL logics, such as linear temporal logic (LTL) and computation tree logic, have been customarily used in formal verification to specify correctness requirements for computer programs and digital circuits [1]. In recent years, temporal logics have also been used as rich and expressive specification languages for control systems [2], [3]. Most of the existing results focus on finite systems with perfect state information and specifications given in LTL or fragments of LTL. For deterministic transition systems, control strategies from specifications given as LTL formulas over a set of state labels can be found through adaptations of off-the-shelf model checking algorithms [1], [4]-[6]. If the system is nondeterministic, the control problem with LTL specifications can be mapped to a Rabin game [7] in general and to a Büchi [8] or GR(1) game [9], [10] if the specifications are restricted to fragments of LTL. For probabilistic systems, the problem reduces to finding a control policy that maximizes the probability of satisfying an LTL formula [1], [11]-[13].

In many application areas, policies that maximize the satisfaction probability are generally not unique, but rather belong to a family of policies with the same "transient response" that maximizes the probability of reaching a specific set of accepting states [1], [12], [14]. To find an optimal policy that optimizes the long-term behavior of the system after reaching the accepting states, one can consider combining the temporal logic constraints with the optimality requirements. Such a problem was first approached in [15] for a finite weighted deterministic transition system model. More complicated deterministic models with locally sensed rewards in the states of the system were studied in [16]-[18]. For probabilistic systems, the problem was studied in our recent work [11], [19], [20] by modeling the system as a Markov decision process (MDP) under temporal logic constraints. In particular, we formulated an MDP optimization problem in terms of minimizing the average cost per cycle (ACPC), where cycles are defined by successive satisfactions of the optimizing proposition. A product MDP is constructed using an MDP capturing the environment uncertainties and an automaton representing the LTL formulas. To solve this problem, we first transformed this MDP minimizing the

ACPC into another equivalent MDP in terms of minimizing the average cost per stage (ACPS), which is a more standard MDP problem that have been well studied in the literature [21], [22]. Using such equivalence, we successfully developed a dynamic programming (DP) algorithm to synthesize an optimal control policy for the MDP under LTL specification constraints [20].

In this paper, we consider the problem controlling a team of robots to perform a persistent monitoring task in a stochastic environment. The goal is to optimize the long-term behavior of the robot team by minimizing the average time in between consecutive executions of the persistence task. In addition, the team should satisfy correctness requirements expressed as LTL formulas. We only consider a centralized control problem for this multiagent system, i.e., there is effectively a single decision maker knowing the global state information. By modeling the robots as game transition systems and the environments as Markov chains, the problem reduces to finding an optimal control policy for an MDP, which also satisfies a temporal logic specification.

The algorithm presented in [20] can be computationally expensive for problems considered here, particularly for problems with large environments/large numbers of robots/complex temporal logic constraints. First, the constructed MDP can be quite large since it is a product of an MDP capturing environment uncertainties and an automaton representing LTL constraints. Second, the transition probability matrix for the transformed MDP needs to be calculated through the inversion of the product MDP transition matrix [20]. Third, the computational requirements of the DP algorithm can become quite prohibitive for large-size MDPs [21].

Motivated by these limitations, the focus of this paper is to develop efficient algorithms with reduced complexity that provide suboptimal solutions to the MDP problem under LTL constraints. We propose a new ADP framework to approximately solve the MDP considered in this paper. A preliminary version of this paper appeared in conference proceedings [23]. In addition to [23], this paper includes a simulation-based approach together with a theoretical analysis of the convergence results and more technical details. The main contribution of the proposed ADP framework is twofold. First, instead of directly solving the transformed MDP, we transform the Bellman equation into an equivalent but simpler form. In such a way, we eliminate the need to calculate the matrix inversions for the transformed MDP. Then, we approximately solve the transformed Bellman equation through the linear parameterization and least-squares method. In particular, a set of basis functions is chosen based on the Krylov space method [24] to approximate the solution of the transformed Bellman equation. The best approximation parameters are obtained minimizing the least-squares error [21], [25]. Second, to further reduce the complexity of the proposed ADP approach, we propose a simulation-based method to approximate the high-dimensional matrix multiplications involved in obtaining the least-squares parameters [26]-[29]. We also establish the convergence results and analyze the convergence rate of the simulation-based algorithm.

## II. Problem Formulation

## A. Problem Formulation

In this paper, we consider robot missions requiring infinite executions, such as surveillance, persistent monitoring, or pickup-delivery tasks. LTL offers a formal framework for describing such missions [1]. A detailed description of the syntax and semantics of LTL is beyond the scope of this paper and can be found in [1]. Roughly speaking, an LTL formula is built up from a set of atomic propositions $\Pi$, standard Boolean operators $\neg$ (negation), $\vee$ (disjunction), $\wedge$ (conjunction), $\Rightarrow$ (implication), and temporal operators $X$ (next), $U$ (until), $F$ (eventually), $G$ (always). The semantics of LTL formulas are given over infinite words over $2^{\Pi}$. For example, the specification "monitor infinitely many times, and come back to base every time after monitoring" translates to formula $\phi=$ GF Monitor $\wedge \mathrm{G}$ (Monitor $\Rightarrow$ X Base) .

In addition, we define a special task, called "optimizing task," which is required to be executed infinitely often. We want to minimize the time in between two consecutive executions of this task. Specifically, our specification is an LTL formula of the form:

$$
\begin{equation*}
\phi=\varphi \wedge \mathrm{GF} \psi \tag{1}
\end{equation*}
$$

where $\varphi$ can be any LTL formula over $\Pi$, and $\psi$ is a boolean combination of atomic propositions in $\Pi$. In other words, the satisfaction of $\phi$ requires that $\varphi$ is satisfied and $\psi$ is satisfied infinitely often. We use $\psi$ to capture the optimizing task and $\varphi$ to specify other missions or rules that must be obeyed. Our goal is to control a team of robots to accomplish a mission in the form of (1) and also minimize the time in between two consecutive executions of the optimizing task $\psi$.

We consider a team of robots moving in an environment consisting of both static and stochastically changing elements. More specifically, we consider an indoor-like environment consisting of rooms (static) and doors (changing and stochastic), which is inspired from [30]. To keep the discussion focused, we summarize the detailed definitions of the environment, door, and robot models as well as control policy in Appendix A. Given the initial room locations of the robots $\left\{v_{k}^{i n}, k \in \mathcal{R}\right\}$, the control policies $\left\{\pi_{k}, k \in \mathcal{R}\right\}$, and the door behaviors, we can produce a set of robot paths $\left\{\mathbb{P}_{k}, k \in \mathcal{R}\right\}$, where the next room $v_{k}^{n+1}$ for robot $k$ is determined by both control $\mu_{k}^{n}$ and associated door status at time instance $\mathbb{T}_{k}^{n}$. Note that the resultant robot paths $\left\{\mathbb{P}_{k}, k \in \mathcal{R}\right\}$ and the corresponding team behaviors of robots are not unique due to the stochasticity of the door behaviors. The probability that the set of team behaviors satisfies an LTL formula is well defined since team behaviors can be modeled as an MDP [5]. Now, we are ready to formulate the problem:

Problem 1: Given a partitioned environment $\mathcal{E}$ [see (28)], a team of robots modeled as game transition systems $\left\{\mathcal{T}_{k}, k \in \mathcal{R}\right\}$ [see (30)], a set of doors modeled as Markov Chains $\left\{\mathcal{C}_{i}, i \in \mathcal{D}\right\}$ [see (29)], and a specification in the form of an LTL formula $\phi$ [see (1)], synthesize a set of robot control policies $\left\{\pi_{k}, k \in \mathcal{R}\right\}$ for the team, such that the team behaviors
generated by $\left\{\pi_{k}, k \in \mathcal{R}\right\}$ satisfy $\phi$ with the maximum probability and $J\left(\left\{v_{k}^{i n}, k \in \mathcal{R}\right\}\right)=\lim \sup _{n \rightarrow \infty} E\left(\left(\mathbb{T}_{\text {team }}^{\psi}(n+1)-\right.\right.$ $\left.\mathbb{T}_{\text {team }}^{\psi}(n)\right)$ is minimized, where $E(\cdot)$ denotes the expectation operator and $\mathbb{T}_{\text {team }}^{\psi}(n)$ stands for the time instance when the optimizing task $\psi$ is executed for the $n$th time.

## B. MDP Construction

We first define a composition of game transition systems modeling robots and Markov chains capturing door behaviors in form of an MDP (see Appendix A for definitions and notations). We start by equipping each robot $k \in \mathcal{R}$ with a clock, which keeps track of the amount of time that the robot has been traveling between robot states in the game transition system $\mathcal{T}_{k}$. We initiate all the clocks at zeros. Given two room states $\left(v, v^{\prime}\right)$ such that $v \rightarrow_{k} v^{\prime}$, robot $k$ can transit from $v$ to $v^{\prime}$ only when the current clock value plus 1 is equal to the travel time of this transition. When the clock value is smaller than the required travel time, the robot is in an intermediate state, which means that the robot has left $v$ and is moving toward its target location $v^{\prime}$. Thus, for each robot, we insert a new state denoted by $v^{\rightarrow v^{\prime}}, \forall\left(v, v^{\prime}\right) \in \rightarrow \mathcal{E}$, such that the travel time between $v$ and $v^{\prime}$ is greater than 1 , to represent the intermediate room state between $v$ and $v^{\prime}$.

In addition, the MDP also captures how the doors affect the motion of the robotic team. If robot $k$ is at $v$ and plans to move to $v^{\prime}$, where $\exists i \in \mathcal{D}$ such that $v \rightarrow_{k} q_{i}^{v} \rightarrow_{k} v^{\prime}$ (i.e., $v$ and $v^{\prime}$ are separated by a door), the next state of robot $k$ is decided by the current status of door $i$. If door $i$ is open, the robot starts moving from state $v$ to $v^{\prime}$, and similarly, if $g_{k}\left(q_{i}^{v}, v^{\prime}\right)>1$, the robot transits to the intermediate state $v^{\rightarrow v^{\prime}}$. If the door is closed, the robot stays at the same state. Therefore, the MDP can be seen as a special product of the game transition systems $\mathcal{T}_{k}$ with the set of clocks and the Markov Chains $\mathcal{C}_{i}$. Formally, it is defined as follows (An example for constructing MDP is illustrated in Fig. 1.):

$$
\begin{equation*}
\mathcal{M}_{\mathcal{G}}=\left(Q_{\mathcal{G}}, \iota_{\mathcal{G}}, U_{\mathcal{G}}, P_{\mathcal{G}}, \Pi_{\mathcal{G}}, L_{\mathcal{G}}, g_{\mathcal{G}}\right) \tag{2}
\end{equation*}
$$

where

1) $\underline{Q}_{\mathcal{G}} \subset \overline{\mathcal{V}}^{|\mathcal{R}|} \times \prod_{i \in \mathcal{D}} S_{i} \times \mathbb{N}^{|\mathcal{R}|}$ is a set of states, where $\overline{\mathcal{V}}=\mathcal{V} \times Q_{\mathcal{D}} \times \mathcal{V}^{\text {mid }}$ denotes an extended set of room states in $\mathcal{V}$, which is comprised of the rooms, auxiliary door states in $Q_{\mathcal{D}}$ that interact with doors, and intermediate states in $\mathcal{V}^{\text {mid }}$ that account for travel time between rooms; in the following, we denote $q_{\mathcal{G}}=\left(\mathrm{st}_{r}, \mathrm{st}_{d}, \mathrm{clk}\right)$ to represent a state in $Q_{\mathcal{G}}$, where $\mathrm{st}_{r}=\left(\bar{v}_{1}, \ldots, \bar{v}_{|\mathcal{R}|}\right) \in$ $\overline{\mathcal{V}}^{|\mathcal{R}|}$ is the vector for extended set of states, $\mathrm{st}_{d}=$ $\left(s_{1}, \ldots, s_{|\mathcal{D}|}\right) \in \prod_{i \in \mathcal{D}} S_{i}$ is the vector for door states, and $\mathrm{clk}=\left(\mathrm{clk}_{1}, \ldots, \mathrm{clk}_{|\mathcal{R}|}\right) \in \mathbb{N}^{|\mathcal{R}|}$ is the vector for clock values.
2) $\iota_{\mathcal{G}}$ is an initial distribution such that $\iota_{\mathcal{G}}\left(\mathrm{st}_{r}, \mathrm{st}_{d}, \mathrm{clk}\right)=$ $\prod_{i \in \mathcal{D}} \iota_{i}\left(\mathbf{s t}_{d}[i]\right)$, if and only if $\mathrm{st}_{r}=\left(v_{1}^{i n}, \ldots, v_{|\mathcal{R}|}^{i n}\right)$ and $\mathrm{clk}=(0,0, \ldots, 0)$, and $\iota_{\mathcal{G}}\left(\mathrm{st}_{r}, \mathrm{st}_{d}, \mathrm{clk}\right)=0$ otherwise.
3) $U_{\mathcal{G}}$ is a set of controls and $U_{\mathcal{G}}\left(\mathrm{st}_{r}, \mathrm{st}{ }_{d}, \mathrm{clk}\right)=$ $\left(\bar{u}_{1}, \ldots, \bar{u}_{|\mathcal{R}|}\right)$, where $\bar{u}_{k}$ represents the control applied to robot $k \in \mathcal{R}$ at extended set of states (if $\bar{v}_{k} \in \mathcal{V}$


Fig. 1. MDP example for two robots moving in a simple environment with one door. At the initial state $\left(\left(v_{1}, v_{1}\right), s_{1},(0,0)\right)$, when control $\left(v_{2}, v_{2}\right)$ is taken, both robots stay at $v_{1}$ in the next states (i.e., $\left(\left(v_{1}, v_{1}\right), s_{2},(0,0)\right)$ and $\left.\left(\left(v_{1}, v_{1}\right), s_{3},(0,0)\right)\right)$, because the status of door $i$ is $c$ (i.e., door $i$ "closed") at state $s_{1}$. If input $\left(v_{1}, v_{3}\right)$ is chosen at the initial state, the system can transit to state $\left(\left(v_{1}, v_{1} \rightarrow v_{3}\right), s_{3},(0,1)\right)$ with probability 0.6 since $P_{1}\left(s_{1}, s_{3}\right)=0.6, g_{1}\left(v_{1}, v_{1}\right)=1=\mathbf{c l k}_{1}+1$, and $g_{2}\left(v_{1}, v_{3}\right)=3>\mathbf{C l k}_{2}+1$. At state $\left(\left(v_{1}, v_{1} \rightarrow v_{3}\right), s_{3},(0,1)\right)$, robot 1 can move toward $v_{2}$ since the status of door is $o$ at state $s_{3}$. Since $g_{1}\left(v_{1}, v_{2}\right)=2>\mathbf{C l k}_{1}+1$, the next move of robot 1 is $v_{1} \rightarrow v_{2}$ to state $\left(\left(v_{1}^{\rightarrow} v_{2}, v_{1} \rightarrow v_{3}\right), s_{1},(0,2)\right)$.
is a room state, we can apply any available control $\bar{u}_{k} \in U_{k}\left(\bar{v}_{k}\right)$ for room $\bar{v}_{k} ;$ if $\bar{v}_{k} \in \mathcal{V}^{\text {mid }}$ is an intermediate state, we only apply a dummy control $\bar{u}_{k}=\epsilon_{k}$ with no actions).
4) $P_{\mathcal{G}}: Q_{\mathcal{G}} \times U_{\mathcal{G}} \times Q_{\mathcal{G}} \rightarrow[0,1]$ is a transition probability function such that

$$
\begin{aligned}
P_{\mathcal{G}}\left(\left(\mathrm{st}_{r},\right.\right. & \left.\left.\mathrm{st}_{d}, \mathrm{clk}\right),\left(\bar{u}_{1}, \ldots, \bar{u}_{|\mathcal{R}|}\right),\left(\mathrm{st}_{r}^{\prime}, \mathrm{st}_{d}^{\prime}, \mathrm{clk}^{\prime}\right)\right) \\
& =\prod_{i \in \mathcal{D}} P_{i}\left(\mathrm{st}_{d}[i], \mathrm{st}_{d}^{\prime}[i]\right)
\end{aligned}
$$

if and only if $\forall k \in \mathcal{R}$, one of the following conditions holds:
a) $\mathbf{s t}_{r}[k]=v, \mathbf{s t}_{r}^{\prime}[k]=v^{\prime}, M\left(v, \bar{u}_{k}\right)=v^{\prime}$, clk $_{k}=0$, $\mathrm{Clk}_{k}^{\prime}=1$, and $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=\emptyset, \quad g_{k}\left(v, v^{\prime}\right)=1$ or $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i, L_{i}^{\mathcal{C}}\left(\mathrm{st}_{d}[i]\right)=o, g_{k}\left(q_{i}^{v}, v^{\prime}\right)=1$;
b) $\mathrm{st}_{r}[k]=\mathrm{st}_{r}^{\prime}[k]=v, \quad M\left(v, \bar{u}_{k}\right)=v, \quad \mathrm{clk}_{k}=0$, $\mathrm{Clk}_{k}^{\prime}=0$, and $\exists v^{\prime}, i$ such that $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i$, $L_{i}^{\mathcal{C}}\left(\mathrm{st}_{d}[i]\right)=c$;
c) $\mathrm{st}_{r}[k]=v, \quad \mathrm{st}_{r}^{\prime}[k]=v^{\rightarrow v^{\prime}}, \quad M\left(v, \bar{u}_{k}\right)=v^{\rightarrow v^{\prime}}$, $\mathrm{Clk}_{k}=0, \mathrm{Clk}_{k}^{\prime}=1$, and $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=\emptyset, g_{k}\left(v, v^{\prime}\right)$ $>1 \quad$ or $\quad \mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i, \quad L_{i}^{\mathcal{C}}\left(\operatorname{st}_{d}[i]\right)=o, \quad g_{k}\left(q_{i}^{v}\right.$, $\left.v^{\prime}\right)>1$;
d) $\mathrm{st}_{r}[k]=\mathrm{st}_{r}^{\prime}[k]=v^{\rightarrow v^{\prime}}, \bar{u}_{k}=\epsilon_{k}, \quad 1 \leq \mathrm{clk}_{k}<g_{k}$ $\left(v, v^{\prime}\right)-1$, and $\mathrm{clk}_{k}^{\prime}=\mathrm{clk}_{k}+1 ;$
e) $\mathrm{st}_{r}[k]=v^{\rightarrow v^{\prime}}, \quad \mathrm{st}_{r}^{\prime}[k]=v^{\prime}, \quad \bar{u}_{k}=\epsilon_{k}, \quad \mathbf{c l k _ { k } ^ { \prime }}{ }_{k}=$ 0 , and $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=\emptyset, g_{k}\left(v, v^{\prime}\right)=\mathrm{c} l k_{k}+1$ or $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i, g_{k}\left(q_{i}^{v}, v^{\prime}\right)=\mathrm{c} l k_{k}+1$
and $\quad P_{\mathcal{G}}\left(\left(\mathbf{s t}_{r}, \mathbf{s t}_{d}, \mathbf{c l k}\right),\left(\bar{u}_{1}, \ldots, \bar{u}_{|\mathcal{R}|}\right),\left(\mathbf{s t}_{r}^{\prime}, \mathrm{st}_{d}^{\prime}, \mathbf{c l k}{ }^{\prime}\right)\right)$ $=0$ otherwise.
5) $\Pi_{\mathcal{G}}=\cup_{k \in \mathcal{R}} \Pi_{k}$ is a set of atomic propositions.
6) $L_{\mathcal{G}}: Q_{\mathcal{G}} \rightarrow 2^{\Pi}$ is a labeling function inherited from the game transition system such that $L_{\mathcal{G}}\left(\mathrm{st}_{r}, \mathrm{st}_{d}, \mathrm{clk}\right)=$ $\cup_{k \in \mathcal{R}}\left\{L_{k}\left(\mathrm{st}_{r}[k]\right) \mid \mathrm{st}_{r}[k] \in \mathcal{V}\right\}$.
7) $g_{\mathcal{G}}: Q_{\mathcal{G}} \times U_{\mathcal{G}} \rightarrow 1$ is a function that assigns 1 to all transitions.

## C. Optimization Problem

As shown in [19], it is sufficient to consider stationary control policies for the constructed MDP $\mathcal{M}_{\mathcal{G}}$. We denote $\mu_{\mathcal{G}}: Q_{\mathcal{G}} \rightarrow$ $U_{\mathcal{G}}$ a stationary policy for $\mathcal{M}_{\mathcal{G}}$. Clearly, any stationary policy $\mu_{\mathcal{G}}$ induces a stationary control policy $\mu_{k}: Q_{k} \times \prod_{i \in \mathcal{D}} S_{i} \rightarrow U_{k}$ for each robot $k \in \mathcal{R}$. We denote $M_{\phi}$ the set of all policies that maximize the probability of satisfying the LTL formula $\phi$. It has been shown that there typically exist many (possibly an infinite number of) policies in the set $M_{\phi}$ [12], [14]. Therefore, Problem 1 reduces to finding an optimal stationary policy such that the probability of satisfying $\phi$ is maximized, and the expected time in between visiting states satisfying $\psi$ is minimized. To formalize this, we let $Q_{\psi}:=\left\{q \in Q_{\mathcal{G}} \mid \psi \in L_{\mathcal{G}}(q)\right\}$ denote the set of states where the task $\psi$ to be optimized is feasible. We say that each visit of the MDP path to the set $Q_{\psi}$ completes a cycle. Given an MDP sample path $q_{\mathcal{G}}^{0} q_{\mathcal{G}}^{1} \ldots$, we use $C\left(q_{\mathcal{G}}^{0}, \ldots, q_{\mathcal{G}}^{N}\right)$ to denote the cycle index up to stage $N$, which is defined as the total number of cycles completed at stage $N$ plus 1 , i.e., the cycle index starts with 1 at the initial state. We define an ACPC under control policy $\mu_{\mathcal{G}}$ for the MDP $\mathcal{M}_{\mathcal{G}}$ :

$$
\begin{equation*}
J_{\mu_{\mathcal{G}}}=\limsup _{N \rightarrow \infty} \mathrm{E}\left\{\frac{\sum_{n=0}^{N} g_{\mathcal{G}}\left(q_{\mathcal{G}}^{n}, \mu_{\mathcal{G}}\left(q_{\mathcal{G}}^{n}\right)\right)}{C\left(q_{\mathcal{G}}^{0} q_{\mathcal{G}}^{1} \ldots q_{\mathcal{G}}^{N}\right)}\right\} \tag{3}
\end{equation*}
$$

Then, Problem 1 reduces to the following ACPC minimization problem.

Problem 2: Find a stationary policy $\mu_{\mathcal{G}}^{\star}$ that minimizes the ACPC over all policies that maximize the probability of satisfying $\phi$, i.e., $\mu_{\mathcal{G}}^{*} \in \arg \min _{\mu_{\mathcal{G}} \in M_{\phi}} J_{\mu_{\mathcal{G}}}$, where $J_{\mu_{\mathcal{G}}}$ is defined in (3).

The existing approaches to solve Problem 2 can be found in [1], [11], and [20] and references therein. These approaches generally consist of two major steps.

1) LTL synthesis step, in which a policy in $M_{\phi}$ is computed. This step proceeds with constructing a product $\operatorname{MDP} \mathcal{M}_{\mathcal{P}}=\mathcal{M}_{\mathcal{G}} \times \mathcal{A}_{\phi}$, where $\mathcal{M}_{\mathcal{G}}$ is the constructed MDP and $\mathcal{A}_{\phi}$ is a Deterministic Rabin Automaton accepting all and only words satisfying $\phi$ [1]. Then, a set of accepting maximum end components (AMECs) of $\mathcal{M}_{\mathcal{P}}$ is computed. In fact, an AMEC, denoted as $\mathcal{M}$, is a communicating sub-MDP of the MDP $\mathcal{M}_{\mathcal{P}}$. Note that there may exist many AMECs. As stated in [1], a stationary policy on $\mathcal{M}_{\mathcal{P}}$ that can reach an AMEC with the maximum probability induces at least one stationary policy on $\mathcal{M}_{\mathcal{G}}$ that satisfies the LTL formula $\phi$ with the maximum probability. Such a policy in $M_{\phi}$ is in general not unique, and it can be obtained by a variety of algorithms [31].
2) Optimizing step, in which an optimal policy in $M_{\phi}$ minimizing (3) is obtained through DP. In this step, an optimal stationary policy in $M_{\phi}$ minimizing the ACPC cost (3) is computed for each obtained AMEC through the DP algorithm. Note that the optimization is performed on the AMECs instead of the product MDP $\mathcal{M}_{\mathcal{P}}$. This is because given a policy in $M_{\phi}$, the states of $\mathcal{M}_{\mathcal{P}}$ outside AMECs are transient, while the states inside AMECs are long term. Since we aim to optimize the long-term behavior of the system, we only need to solve the optimization problem within each AMEC.
Remark 1: The computational complexity of the LTL synthesis step is bounded above by $O\left(\tilde{n} \cdot\left|Q_{\mathcal{P}}\right|\right)$, where $Q_{\mathcal{P}}$ is the set of states of $\mathcal{M}_{\mathcal{P}}$ and $\tilde{n}$ denotes the number of transitions in $\mathcal{M}_{\mathcal{P}}$ with nonzero probabilities [31]. Using the algorithm proposed in [32], a lower upper bound $O\left(\tilde{n} \cdot \min \left(\left|Q_{\mathcal{P}}\right|^{\frac{2}{3}}, \sqrt{\tilde{n}}\right)\right)$ can be achieved. On the other hand, in the worst-case scenario (the number of states of an AMEC is equal to $\left|Q_{\mathcal{P}}\right|$ ), the computational time for solving DP in the optimizing step is of order $O\left(\left|Q_{\mathcal{P}}\right|^{3}\right)$, e.g., using policy iteration (PI) algorithm [20]. Thus, the optimizing step is the computational bottleneck for solving Problem 2. Therefore, in this paper, we focus on developing algorithms to solve the ACPC optimization problem in a more computationally efficient way.

## III. Approximate Dynamic Programming Approach

Instead of exactly solving MDPs, numerous methods have been proposed to obtain approximate solutions with reduced complexity, encompassed in a framework known as approximate dynamic programming (ADP) [21], [33], [34]. Approximate policy iteration (API) is the ADP extension of PI. In this section, we present an ADP framework for approximate policy evaluation using simulation-based function approximations. Based on the proposed ADP framework, we develop a computationally appealing algorithm to compute a suboptimal solution to the MDP. We also establish the convergence results of the proposed algorithm.

## A. Reformulation of the ACPC Problem

Formally, we consider the following ACPC optimization problem for the optimizing step of Problem 2:

Problem 3: Given an AMEC $\mathcal{M}=(Q, \iota, U, P, \Pi, L, g)$ (a communicating MDP found in LTL synthesis step), and an optimizing task $\psi$, find a stationary policy $\mu^{\star}$ that minimizes the cost defined in (3).

In the following, the number of states for $\mathcal{M}$ is denoted as $n=|Q|$. A stationary policy $\mu$ on $\mathcal{M}$ induces a finite-state Markov chain, where its set of states is $Q$ and the transition probability from state $q$ to $q^{\prime}$ is $P\left(q, \mu(q), q^{\prime}\right)$. We use $P_{\mu}$ to denote the transition probability matrix:

$$
\begin{equation*}
P_{\mu}\left(q, q^{\prime}\right):=P\left(q, \mu(q), q^{\prime}\right) \tag{4}
\end{equation*}
$$

We use $g_{\mu}$ to denote the cost per stage vector:

$$
\begin{equation*}
g_{\mu}(q):=g(q, \mu(q)) \tag{5}
\end{equation*}
$$

which captures the travel time from the state $q$ to another state by taking the control $\mu(q)$. A stationary policy $\mu$ is said to be proper if, under $\mu$, all initial states have positive probabilities to reach the set $Q_{\psi}$ in a finite number of stages.

It is shown in [19] that Problem 3 can be equivalently converted to a traditional ACPS problem (see [21]). To achieve this, another new MDP is constructed such that solving the ACPS problem for the new MDP is equivalent to finding a solution to Problem 3. To construct the new MDP, we first denote two $n \times n$ matrices:

$$
\begin{align*}
& \overleftarrow{P}_{\mu}\left(q, q^{\prime}\right)= \begin{cases}P_{\mu}\left(q, q^{\prime}\right), & \text { if } q^{\prime} \in Q_{\psi} \\
0, & \text { otherwise }\end{cases} \\
& \vec{P}_{\mu}\left(q, q^{\prime}\right)= \begin{cases}P_{\mu}\left(q, q^{\prime}\right), & \text { if } q^{\prime} \notin Q_{\psi} \\
0, & \text { otherwise }\end{cases} \tag{6}
\end{align*}
$$

The matrix $\left(I-\vec{P}_{\mu}\right)$ is shown to be nonsingular for any proper policy $\mu$ (i.e., $\left(I-\vec{P}_{\mu}\right)^{-1}$ is well defined). Given $\overleftarrow{P}_{\mu}$ and $\vec{P}_{\mu}$ we obtain the transition probability matrix, denoted by $\widetilde{P}_{\mu}$, and the cost per stage vector, denoted by $\widetilde{g}_{\mu}$, for the new MDP:

$$
\widetilde{P}_{\mu}:=\left(I-\vec{P}_{\mu}\right)^{-1} \overleftarrow{P}_{\mu}, \quad \widetilde{g}_{\mu}:=\left(I-\vec{P}_{\mu}\right)^{-1} g_{\mu}
$$

As shown in [19], the matrix $\widetilde{P}_{\mu}$ is also a stochastic matrix. The vector $\widetilde{g}_{\mu}$ is a weighted cost per stage vector compared to $g_{\mu}$, where the weight for each state is proportional to the expected number of transitions initiated from the current state to reach the set $Q_{\psi}$ (the set of states for the task $\psi$ to be optimized is feasible). Given the new MDP with $\widetilde{P}_{\mu}$ and $\widetilde{g}_{\mu}$, (3) in Problem 3 is proven to be equal to the following ACPS for the new MDP:

$$
J_{\mu}(\iota)=\lim _{N \rightarrow \infty} \mathrm{E}\left\{\frac{\sum_{n=0}^{N} \widetilde{g}\left(q_{n}, \mu\left(q_{n}\right)\right)}{N+1}\right\}
$$

The ACPS $J_{\mu}(\iota)$ does not depend on the initial distribution $\iota$ [19]. Thus, we have $J_{\mu}(\iota)=\lambda_{\mu}$, where $\lambda_{\mu}$ is a finite-valued scalar and it is called the average cost under policy $\mu$. In addition, a relative cost vector $h_{\mu}$ is defined to quantify the total deviation from the average cost:

$$
h_{\mu}:=\lim _{N \rightarrow \infty} \sum_{k=0}^{N}\left(\widetilde{P}_{\mu}^{k} \widetilde{g}_{\mu}-\lambda_{\mu} 1\right)
$$

A key result for the ACPS problem is that, for any policy $\mu$, the average cost $\lambda_{\mu}$ associated with the relative cost vector $h_{\mu}$ satisfies the Bellman equation:

$$
\begin{equation*}
\lambda_{\mu} 1+h_{\mu}=\widetilde{g}_{\mu}+\widetilde{P}_{\mu} h_{\mu} \tag{7}
\end{equation*}
$$

This is a system of $n$ linear equations with $(n+1)$ unknowns. The solution to (7) is unique up to a constant shift for the relative cost vector [21]. The solution to (7) can be made unique by eliminating one degree of freedom, such as adding one more linear equation for $h_{\mu}$ :

$$
\begin{equation*}
1^{\prime} h_{\mu}=0 \tag{8}
\end{equation*}
$$

The unique solution to (7) and (8) can be obtained by the GaussJordan elimination method or by a matrix inversion [23]. We denote $\mu^{\star}$ as the stationary policy minimizing (3) over all policies on $\mathcal{M}$. Let $\lambda^{\star}$ and $h^{\star}$ denote the average cost and relative cost vector corresponding to the policy $\mu^{\star}$, respectively. One of the traditional methods to find the optimal policy $\mu^{\star}$ uses the policy iteration algorithm (PIA) [21]. For large state spaces, the PIA is computational intensive. At each iteration of the PIA, the computational complexity is of order $O\left(n^{3}\right)$.

## B. Linear Parametric Function Approximation

We employ the function approximation method to approximate the solution to the Bellman equation (7). Using our previous results, we first transform the Bellman equation (7) into an equivalent form that is more computationally convenient.

Lemma 1 (see [19, Prop IV.10]): The Bellman equation (7) can be represented in the following equivalent form:

$$
\begin{equation*}
\lambda_{\mu} 1+h_{\mu}=g_{\mu}+P_{\mu} h_{\mu}+\lambda_{\mu} \vec{P}_{\mu} 1 \tag{9}
\end{equation*}
$$

Notice that the transformed can help us avoid the calculation of the matrix inversions involved by $\widetilde{P}_{\mu}$ and $\widetilde{g}_{\mu}$. Together with (8), (9) can be expressed compactly as

$$
\begin{equation*}
A_{\mu} x_{\mu}=b_{\mu} \tag{10}
\end{equation*}
$$

where

$$
A_{\mu}:=\left[\begin{array}{cc}
I-P_{\mu} & 1-\vec{P}_{\mu} 1  \tag{11}\\
1^{\prime} & 0
\end{array}\right], x_{\mu}:=\left[\begin{array}{c}
h_{\mu} \\
\lambda_{\mu}
\end{array}\right], b_{\mu}:=\left[\begin{array}{c}
g_{\mu} \\
0
\end{array}\right]
$$

The solution to (10) is unique and can be obtained via the matrix inversion $A_{\mu}^{-1} b_{\mu}$, where $A_{\mu}$ is an $(n+1) \times(n+1)$ matrix and $b_{\mu}$ is an $(n+1) \times 1$ vector. The computational complexity to obtain the solution is of order $O\left(n^{3}\right)$ due to the matrix inverse operation. Clearly, the computational complexity mainly comes from the high dimensionality of relative cost vector $h_{\mu}$. To mitigate the complexity of the problem, we aim to find a lower dimension approximation for $h_{\mu}$, and a scalar $\lambda \in \mathbb{R}$ to approximate $\lambda_{\mu}$. Formally, we approximate $h_{\mu}$ using a linear parametric form $h(r)=\sum_{k=1}^{m} r_{k} \phi_{k}$, where $r_{k}$ is a tunable parameter scalar, $\phi_{k}$ is a given basis function (a vector with dimension $n$ ), and $m$ is a user-defined number to tradeoff between optimality and computational complexity. For a given policy $\mu$, we define a basis matrix

$$
\begin{equation*}
\Phi_{\mu}:=\left[\phi_{1}\left|\phi_{2}\right| \cdots \mid \phi_{m}\right] . \tag{12}
\end{equation*}
$$

Then, $h(r)$ can be expressed compactly as $h(r)=\Phi_{\mu} r$, where $r=\left[r_{1}, \ldots, r_{m}\right]^{\prime}$.

Informally speaking, we would like to select independent basis functions to capture the dominated nonlinearities of the relative cost vector $h_{\mu}$. In this paper, we employ the Krylov subspace method to automatically generate basis functions [24]. As shown in our previous paper [23], a good candidate set of basis functions can be taken as

$$
\begin{equation*}
\mathcal{B}_{\mu}=\left\{1, g_{\mu}, P_{\mu} g_{\mu}, \ldots, P_{\mu}^{\bar{m}} g_{\mu}, p_{\mu}, P_{\mu} p_{\mu}, \ldots, P_{\mu}^{\bar{m}} p_{\mu}\right\} \tag{13}
\end{equation*}
$$

where $\bar{m}$ is a user-chosen integer. In general, the vectors in the set $\mathcal{B}_{\mu}$ are not independent to each other. We usually choose $\bar{m}$ large
enough, such that we can select $m$ basis functions together with the unit vector 1 that are all linear independent by eliminating the dependencies of vectors in the set $\mathcal{B}_{\mu}$ (e.g., through the Gram-Schmidt process or Householder transformations [35]).

For any given policy $\mu$, by choosing a set of basis functions from $\mathcal{B}_{\mu}$ [see (13)], we can approximate $h_{\mu}$ with $h(r)=\Phi_{\mu} r$ and $\lambda_{\mu}$ with a scalar $\lambda \in \mathbb{R}$, respectively. We denote

$$
\Psi_{\mu}:=\left[\begin{array}{cc}
\Phi_{\mu} & 0  \tag{14}\\
0^{\prime} & 1
\end{array}\right], \quad x(r, \lambda):=\Psi_{\mu}\left[\begin{array}{l}
r \\
\lambda
\end{array}\right]=\left[\begin{array}{c}
h(r) \\
\lambda
\end{array}\right] .
$$

The optimal parameter vector $\hat{r}_{\mu}^{*}:=\left[r_{\mu}^{*}, \lambda_{\mu}^{*}\right]$ can be obtained by minimizing the least-squares error of the Bellman equation (10) [25]: $\min _{r \in \mathbb{R}^{m}, \lambda \in \mathbb{R}}\left\|A_{\mu} x(r, \lambda)-b_{\mu}\right\|^{2}$. By denoting

$$
\begin{equation*}
C_{\mu}:=\Psi_{\mu}^{\prime} A_{\mu}^{\prime} \widehat{\Xi} A_{\mu} \Psi_{\mu}, \quad d_{\mu}:=\Psi_{\mu}^{\prime} A_{\mu}^{\prime} \widehat{\Xi} b_{\mu} \tag{15}
\end{equation*}
$$

with $\widehat{\Xi}:=\operatorname{diag}(1 / n, \ldots, 1 / n)$ being an $(n+1) \times(n+1)$ diagonal matrix, we can explicitly express the optimal parameter vector as

$$
\begin{equation*}
\hat{r}_{\mu}^{*}=C_{\mu}^{-1} d_{\mu} \tag{16}
\end{equation*}
$$

Note that $C_{\mu}$ is an $(m+1) \times(m+1)$ matrix and $d_{\mu}$ is an $(m+1) \times 1$ vector. So, the matrix inverse involved in (16) is less demanding than the one involved in obtaining the solution to (10) since we always have $m \leq n$. In particular, the computational cost can be largely reduced if one chooses much less number of basis functions than the number of MDP states, i.e., $m \ll n$.

Based on the ADP framework described above, we developed an approximate policy iteration algorithm (APIA) in our previous work [23] to compute the suboptimal solution to Problem 3 (see [23, algorithm 1] for details). Note that although the matrices $C_{\mu}$ and $d_{\mu}$ are of low dimensions, the computation of two matrices $C_{\mu}$ and $d_{\mu}$ in (16) still involves matrix multiplications of dimension $(n+1)$. For problems with large $n$, the explicit computation of $C_{\mu}$ and $d_{\mu}$ may still be very time and memory consuming because of the high-dimensional matrix multiplications. In the remaining of this section, we propose a simulation-based method called simulation-based approximate policy iteration algorithm (S-APIA) to further reduce the computational complexity of the APIA. The main idea is to approximate the high-dimensional matrix multiplications involved in (16) using simulation samples and low-dimensional calculations; see [26]-[29] for recent results and references therein.

## C. Approximation Through Simulation

We first describe a simulation mechanism to approximate $C_{\mu}$ and $d_{\mu}$. It is based on sampling the Markov chain corresponding to the policy $\mu$. Let $\xi=(1 / n, \ldots, 1 / n)^{\prime}$ denote an $n \times 1$ probability vector. Then, $\Xi=\operatorname{diag}(\xi)$ is an $n \times n$ diagonal matrix, and $P_{\xi}=1 \xi^{\prime}$ is a special $n \times n$ stochastic matrix with identical rows and columns all as $\xi$. Using (11), (14), and (15), we can represent $C_{\mu}$ and $d_{\mu}$ equivalently as

$$
C_{\mu}=\left[\begin{array}{cc}
C_{\mu}^{11} & C_{\mu}^{12} \\
C_{\mu}^{21} & C_{\mu}^{22}
\end{array}\right], \quad d_{\mu}=\left[\begin{array}{c}
d_{\mu}^{1} \\
d_{\mu}^{2}
\end{array}\right]
$$

where the submatrices $C_{\mu}^{11}=\Phi_{\mu}^{\prime}\left(I-P_{\mu}^{\prime}\right) \Xi\left(I-P_{\mu}\right) \Phi_{\mu}+$ $\Phi_{\mu}^{\prime} P_{\xi} \Phi_{\mu}, \quad C_{\mu}^{12}=\Phi_{\mu}^{\prime}\left(I-P_{\mu}^{\prime}\right) \Xi\left(I-\vec{P}_{\mu}\right) 1, \quad C_{\mu}^{21}=1^{\prime}(I-$ $\left.\vec{P}_{\mu}^{\prime}\right) \Xi\left(I-P_{\mu}\right) \Phi_{\mu}, \quad C_{\mu}^{22}=1^{\prime}\left(I-\vec{P}_{\mu}^{\prime}\right) \Xi\left(I-\vec{P}_{\mu}\right) 1, \quad d_{\mu}^{1}=$ $\Phi_{\mu}^{\prime}\left(I-P_{\mu}^{\prime}\right) \Xi g_{\mu}$, and $d_{\mu}^{2}=1^{\prime}\left(I-\vec{P}_{\mu}^{\prime}\right) \Xi g_{\mu}$.

Several simulation sequences are generated according to probabilistic mechanisms: 1) Indices sampling: Two sequences $\left\{i_{0}, i_{1}, \ldots\right\}$ and $\left\{\hat{i}_{0}, \hat{i}_{1}, \ldots\right\}$ are independently generated according to the probability distribution $\xi$. 2) Transitions sampling: Two sequences $\left\{\left(i_{0}, j_{0}\right),\left(i_{1}, j_{1}\right), \ldots\right\}$ and $\left\{\left(i_{0}, \hat{j}_{0}\right),\left(i_{1}, \hat{j}_{1}\right), \ldots\right\}$ are independently generated according to the same Markov transition matrix $P_{\mu}$. After collecting $(t+1)$ samples, we approximate $C_{\mu}$ and $d_{\mu}$ with

$$
\bar{C}_{t}=\left[\begin{array}{cc}
\bar{C}_{t}^{11} & \bar{C}_{t}^{12}  \tag{17}\\
\bar{C}_{t}^{21} & \bar{C}_{t}^{22}
\end{array}\right], \quad \bar{d}_{t}=\left[\begin{array}{c}
\bar{d}_{t}^{1} \\
\bar{d}_{t}^{2}
\end{array}\right]
$$

where $\bar{C}_{t}^{11}=C_{t}^{11} /(t+1), \bar{C}_{t}^{12}=C_{t}^{12} /(t+1), \bar{C}_{t}^{21}=C_{t}^{21} /$ $(t+1), \bar{C}_{t}^{22}=C_{t}^{22} /(t+1), \bar{d}_{t}^{1}=d_{t}^{1} /(t+1)$, and $\bar{d}_{t}^{2}=d_{t}^{2} /$ $(t+1)$ with submatrices defined as $C_{t}^{11}=\sum_{k=0}^{t}\left(\phi\left(i_{k}\right)-\right.$ $\left.\phi\left(j_{k}\right)\right)\left(\phi\left(i_{k}\right)-\phi\left(\hat{j}_{k}\right)\right)^{\prime}+n \phi\left(i_{k}\right) \phi\left(\hat{i}_{k}\right)^{\prime}, \quad C_{t}^{12}=\sum_{k=0}^{t}\left(\phi\left(i_{k}\right)\right.$ $\left.-\phi\left(j_{k}\right)\right)\left(1-\vec{P}_{\mu}\left(i_{k}, \hat{j}_{k}\right) / P_{\mu}\left(i_{k}, \hat{j}_{k}\right)\right), C_{t}^{21}=\sum_{k=0}^{t}\left(1-\vec{P}_{\mu}\right.$ $\left.\left(i_{k}, j_{k}\right) / P_{\mu}\left(i_{k}, j_{k}\right)\right)\left(\phi\left(i_{k}\right)-\phi\left(\hat{j}_{k}\right)\right)^{\prime}, \quad C_{t}^{22}=\sum_{k=0}^{t}\left(1-\vec{P}_{\mu}\right.$ $\left.\left(i_{k}, j_{k}\right) / P_{\mu}\left(i_{k}, j_{k}\right)\right)\left(1-\vec{P}_{\mu}\left(i_{k}, \hat{j}_{k}\right) / P_{\mu}\left(i_{k}, \hat{j}_{k}\right)\right), \quad d_{t}^{1}=\sum_{k=0}^{t}$ $\left(\phi\left(i_{k}\right)-\phi\left(j_{k}\right)\right) g\left(i_{k}\right), \quad$ and $\quad d_{t}^{2}=\sum_{k=0}^{t}\left(1-\vec{P}_{\mu}\left(i_{k}, j_{k}\right) / P_{\mu}\right.$ $\left.\left(i_{k}, j_{k}\right)\right) g\left(i_{k}\right)$.

Note that $\phi(i)$ is an $m \times 1$ vector that denotes the row of $\Phi_{\mu}$ corresponding to state $i$, i.e., $\phi(i)^{\prime}$ is the $i$ th row of $\Phi_{\mu}$. Thus, at each time step $t$, above calculations only involve lowdimensional matrix multiplications of dimension $m$, where $m$ can be chosen much less than $n$. Following the standard law of large numbers arguments for Markov chains, with probability 1, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \bar{C}_{t}=C_{\mu}, \quad \lim _{t \rightarrow \infty} \bar{d}_{t}=d_{\mu} \tag{18}
\end{equation*}
$$

## D. Iterative Least-Squares Update

In the last section, we constructed simulation-based estimates $\bar{C}_{t}$ and $\bar{d}_{t}$ such that $\bar{C}_{t} \rightarrow C_{\mu}$ and $\bar{d}_{t} \rightarrow d_{\mu}$ with probability 1 as $t \rightarrow \infty$. The most straightforward way to approximate $\hat{r}_{\mu}^{*}$ is based on direct matrix inversion:

$$
\begin{equation*}
\bar{r}_{t}=\bar{C}_{t}^{-1} \bar{d}_{t} \tag{19}
\end{equation*}
$$

However, the iteration $\bar{r}_{t}$ is highly sensitive to the simulation noise errors $\left(\bar{C}_{t}-C_{\mu}\right)$ and $\left(\bar{d}_{t}-d_{\mu}\right)$ [26], [36]. The high sensitivity to simulation noise errors could cause serious computational difficulties in obtaining an accurate estimate to $\hat{r}_{\mu}^{*}$.

In the following, we describe a simulation-based recursive algorithm, which can take advantage of a priori knowledge of $\hat{r}_{\mu}^{*}$ and reduce the sensitivity to simulation noise errors. Instead of using (19), we estimate $\hat{r}_{\mu}^{*}$ iteratively by solving a regularized least-squares problem:

$$
\begin{equation*}
\hat{r}_{t+1}=\underset{\hat{r}}{\arg \min }\left\{\left(\bar{C}_{t} \hat{r}-d_{t}\right)^{\prime} \Sigma^{-1}\left(\bar{C}_{t} \hat{r}-d_{t}\right)+\beta\left\|\hat{r}-\hat{r}_{t}\right\|^{2}\right\} \tag{20}
\end{equation*}
$$

where $\hat{r}_{t}$ is the step- $t$ simulation-based approximation to $\hat{r}_{\mu}^{*}$, $\Sigma \succ 0$ is a positive-definite matrix, and $\beta>0$ is a positive scalar. In the objective of (20), the first term $\left(\bar{C}_{t} \hat{r}-\bar{d}_{t}\right)^{\prime} \Sigma^{-1}\left(\bar{C}_{t} \hat{r}-\right.$ $\bar{d}_{t}$ ) quantifies the approximation quality of $\hat{r}$. The second term $\beta\left\|\hat{r}-\hat{r}_{t}\right\|^{2}$ has the effect of biasing the estimate $\hat{r}_{t+1}$ toward the a priori estimate $\hat{r}_{t}$. The user-specific matrix $\Sigma$ can be chosen to reduce the effect of the near-singularity of $\bar{C}_{t}$, while the scalar $\beta$ can be chosen to regularize the bias to a priori estimate [26].

By setting the gradient of the objective in (20) to zero, we obtain the solution to (20) in a closed iterative update form

$$
\begin{equation*}
\hat{r}_{t+1}=\hat{r}_{t}-\bar{G}_{t}\left(\bar{C}_{t} \hat{r}_{t}-\bar{d}_{t}\right) \tag{21}
\end{equation*}
$$

where $\bar{G}_{t}$ is defined as

$$
\begin{equation*}
\bar{G}_{t}:=\left(\bar{C}_{t}^{\prime} \Sigma^{-1} \bar{C}_{t}+\beta I\right)^{-1} \bar{C}_{t}^{\prime} \Sigma^{-1} \tag{22}
\end{equation*}
$$

Given the condition that scalar $\beta>0$ and matrix $\Sigma \succ 0$, the matrix $\bar{G}_{t}$ is well defined with nonsingular matrix inversions. Denote the deterministic counterpart of $\bar{G}_{t}$ as

$$
\begin{equation*}
G_{\mu}:=\left(C_{\mu}^{\prime} \Sigma^{-1} C_{\mu}+\beta I\right)^{-1} C_{\mu}^{\prime} \Sigma^{-1} \tag{23}
\end{equation*}
$$

Using (18), with probability 1 , we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \bar{G}_{t}=G_{\mu} \tag{24}
\end{equation*}
$$

## E. Convergence Analysis

To perform the convergence analysis for the iteration (21), we first consider its deterministic counterpart

$$
\begin{equation*}
\hat{r}_{t+1}=\hat{r}_{t}-G_{\mu}\left(C_{\mu} \hat{r}_{t}-d_{\mu}\right) \tag{25}
\end{equation*}
$$

Clearly, the iteration (25) is convergent if the mapping ( $I-$ $G_{\mu} C_{\mu}$ ) is a contraction with respect to a certain matrix norm (or equivalently all its eigenvalues are strictly within the unit circle). In the following lemma, we show that the mapping $\left(I-G_{\mu} C_{\mu}\right)$ is indeed a contraction. The proof is given in Appendix B.

Lemma 2: Let $C_{\mu}$ be defined in (15) and $G_{\mu}$ be defined in (23). For any scalar $\beta>0$ and any matrix $\Sigma \succ 0$, the mapping $\left(I-G_{\mu} C_{\mu}\right)$ is a contraction with the operator norm $\left\|I-G_{\mu} C_{\mu}\right\|=\beta /\left(\beta+\lambda_{n}\right)<1$, where $\lambda_{n}>0$ denotes the smallest positive eigenvalue of the matrix $C_{\mu}^{\prime} \Sigma^{-1} C_{\mu}$.

We represent the iteration (21) equivalently as a combination of (25) with a stochastic noise term:

$$
\begin{equation*}
\hat{r}_{t+1}=\hat{r}_{t}-G_{\mu}\left(C_{\mu} \hat{r}_{t}-d_{\mu}\right)-\left(\bar{\Upsilon}_{t} \hat{r}_{t}-\bar{v}_{t}\right) \tag{26}
\end{equation*}
$$

where $\bar{\Upsilon}_{t}$ and $\bar{v}_{t}$ are the stochastic noises defined as $\bar{\Upsilon}_{t}=$ $\bar{G}_{t} \bar{C}_{t}-G_{\mu} C_{\mu}$ and $\bar{v}_{t}=\bar{G}_{t} \bar{d}_{t}-G_{\mu} d_{\mu}$. According to (18) and (24), with probability 1 , we have $\lim _{t \rightarrow \infty} \bar{\Upsilon}_{t}=0$ and $\lim _{t \rightarrow \infty} \bar{v}_{t}=0$. The following proposition presents the convergence result for the iteration (21). The proof appears in Appendix C.

Proposition 1: Let $\bar{C}_{t}, \bar{d}_{t}$, and $\bar{G}_{t}$ be given in (17) and (22), respectively. For any scalar $\beta>0$ and any matrix $\Sigma \succ 0$, the vector $\hat{r}_{t}$ is updated using (21). Let $\hat{r}_{\mu}^{*}$ be defined in (16). Then, with probability 1 , we have $\hat{r}_{t} \rightarrow \hat{r}_{\mu}^{*}$ as $t \rightarrow \infty$.

We also study the rate of convergence for the iteration (21). We will show that the rate of convergence has two time scales: the fast time scale at which $\hat{r}_{t}$ tracks $\bar{r}_{t}=\bar{C}_{t}^{-1} \bar{d}_{t}$, and the slow time scale at which $\bar{C}_{t}, \bar{d}_{t}$, and $\bar{G}_{t}$ converge to $C_{\mu}, d_{\mu}$, and
$G_{\mu}$, respectively. The two-time-scale convergence rate has been vastly observed in the literature [26], [27]. The difference between $\hat{r}_{t+1}$ and $\bar{r}_{t+1}$ can be represented as

$$
\begin{equation*}
\hat{r}_{t+1}-\bar{r}_{t+1}=\left(I-\bar{G}_{t} \bar{C}_{t}\right)\left(\hat{r}_{t}-\bar{r}_{t}\right)+\left(I-\bar{G}_{t} \bar{C}_{t}\right)\left(\bar{r}_{t}-\bar{r}_{t+1}\right) . \tag{27}
\end{equation*}
$$

In what follows, we present the convergence rate analysis in two steps. We first show that the distance between $\hat{r}_{t}$ and $\bar{r}_{t}$ shrinks at the rate of $O(1 / t)$. The proof is given in Appendix D .

Proposition 2: The sequence of random variables $t\left(\hat{r}_{t}-\bar{r}_{t}\right)$ is bounded with probability 1 .

The results of [27] and [28] show that $\bar{r}_{t}$ converges to the limit $\hat{r}_{\mu}^{*}$ at the rate of $O(1 / \sqrt{t})$. It then follows from Proposition 2 that $\hat{r}_{t}$ also converges to the limit $\hat{r}_{\mu}^{*}$ at the rate of $O(1 / \sqrt{t})$. Moreover, the error $\left(\hat{r}_{t}-\hat{r}_{\mu}^{*}\right)$ is normally distributed as a consequence of the central limit theorem. The proof is given in Appendix E.

Proposition 3: For any given initial condition $\hat{r}_{0}$, the sequence of random variables $\sqrt{t}\left(\hat{r}_{t}-\hat{r}_{\mu}^{*}\right)$ converges in distribution to a Gaussian random vector $\mathcal{N}\left(0, \Sigma_{c}\right)$ as $t \rightarrow \infty$, where $\Sigma_{c}$ is some finite covariance matrix.

## F. Simulation-Based Approximate Dynamic Programming Algorithm

So far, all basis functions are assumed to be generated from the set $\mathcal{B}_{\mu}$ constructed from high-dimensional matrix powers and multiplications $P_{\mu}^{m} p_{\mu}$ ( or $P_{\mu}^{m} g_{\mu}$ ). In fact, basis functions can also be generated through simulation samples of associated Markov chains [37]. We simply denote $\widehat{\Phi}_{\mu, t}$ and $\widehat{\mathcal{B}}_{\mu, t}$ as simulation-based counterpart of the candidate set (12) and basis matrix (13), respectively. All analyses and proofs presented in previous sections are all carried through due to the ergodicity theory of Markov chain [37]. We omit the details here for the sake of space. In Algorithm 1, we present an S-APIA to obtain suboptimal solutions to Problem 3.

Remark 2: The S-APIA is a simulation-based ADP algorithm generalized from its deterministic counterpart APIA proposed in our previous work [23]. Compared to the PIA (traditional DP algorithm, optimal method) and the APIA (deterministic ADP algorithm, suboptimal method), the S-APIA is a suboptimal method with much lower computational complexity due to the involvement of simulation samples and low-dimensional matrix calculations. For each iteration of the S-APIA, the computational complexity is of order $O\left(m^{3} \mathrm{Tn}\right)$, where $m$ is the number of independent basis functions, $n$ is the number of MDP states, and $T$ is the number of simulation samples. Recall that the complexity of the APIA is of order $O\left(m n^{2}\right)$ and the PIA is of order $O\left(n^{3}\right)$. For large-scale MDPs, we have $m \ll n$ and $T \ll n$, which implies that the complexity of the simulationbased suboptimal method S-APIA is linear, the deterministic suboptimal method APIA is quadratic, and the optimal method PIA is cubic, with respect to $n$. Thus, the S-APIA is the one with the lowest computational complexity, but it only guarantees to generate suboptimal policies and it may require more iterations than the PIA and the APIA before the termination of the algorithm. The approximation accuracy decides the suboptimality

```
Algorithm 1: Simulation-Based Approximate Policy Itera-
tion Algorithm.
Input: \(\operatorname{MDP} \mathcal{M}=(Q, \iota, U, P, \Pi, L, g)\), integer \(\bar{m}\), number
    of simulation samples \(T\), scalar parameter \(\beta\), and
    positive matrix \(\Sigma\)
Output: Suboptimal policy \(\hat{\mu}_{\tilde{m}, T}^{*}\) and average-relative cost
    pair \(\left(\hat{\lambda}_{\bar{m}, T}^{*}, \hat{h}_{\bar{m}, T}^{*}\right)\)
    1: Initialize a proper policy \(\mu^{0}\) and a vector \(\hat{r}_{0}\), and set
        \(k=0\)
    repeat
        Construct transition matrix \(P_{\mu^{k}}\), cost per stage vector
        \(g_{\mu^{k}}\), and auxiliary matrix \(\vec{P}_{\mu^{k}}\) using (4)-(6),
        respectively
    4: Generate an index sequence \(\left\{\tilde{i}_{t}\right\}_{t=0}^{T}\) sampled
        according to \(\tilde{i}_{t+1} \sim P_{\mu^{k}}\left(\tilde{i}_{t}, \cdot\right)\)
    5: Construct a candidate set of basis functions \(\widehat{\mathcal{B}}_{\mu^{k}, T}\),
        obtain \(m\) independent basis functions from \(\mathcal{B}_{\mu^{k}}\), and
        construct a basis matrix \(\widehat{\Phi}_{\mu^{k}, T}\)
        Independently generate two sequences \(\left\{i_{t}\right\}_{t=0}^{T}\) and
        \(\left\{\hat{i}_{t}\right\}_{t=0}^{T}\) according to the probability distribution \(\xi\)
    7: Independently generate two sequences \(\left\{\left(i_{t}, j_{t}\right)\right\}_{t=0}^{T}\)
        and \(\left\{\left(i_{t}, \hat{j}_{t}\right)\right\}_{t=0}^{T}\) according to transition matrix \(P_{\mu}\)
    8: Iteratively compute matrices \(\left\{\bar{C}_{t}\right\}_{t=0}^{T}\) and \(\left\{\bar{d}_{t}\right\}_{t=0}^{T}\)
        using (17) with basis matrix \(\widehat{\Phi}_{\mu^{k}, T}\), and sample
        sequences \(\left\{i_{t}\right\}_{t=0}^{T},\left\{\hat{i}_{t}\right\}_{t=0}^{T},\left\{\left(i_{t}, j_{t}\right)\right\}_{t=0}^{T}\), and
        \(\left\{\left(i_{t}, \hat{j}_{t}\right)\right\}_{t=0}^{T}\)
    9: Iteratively compute vectors \(\left\{\hat{r}_{t}\right\}_{t=0}^{T}\) through the
        iteration (21)
10: Obtain parameter vector \(r_{\mu^{k}}^{*}=\left[\hat{r}_{T}(1), \ldots, \hat{r}_{T}(m)\right]^{\prime}\)
        and average cost \(\lambda_{\mu^{k}}^{*}=\hat{r}_{T}(m+1)\)
        Compute relative cost \(h_{\mu^{k}}^{*}=\left(\widehat{\Phi}_{\mu^{k}, T}\right) r_{\mu^{k}}^{*}\)
        Find updated policy \(\mu^{k+1} \in \arg \min _{\mu}\left[g_{\mu}+\right.\)
        \(\left.P_{\mu} h_{\mu^{k}}^{*}+\lambda_{\mu^{k}}^{*} \vec{P}_{\mu} 1\right]\)
        Set \(k \leftarrow k+1\)
    until \(\mu^{k+1}=\mu^{k}\)
    return \(\hat{\mu}_{\bar{m}, T}^{*}:=\mu^{k}, \hat{\lambda}_{\bar{m}, T}^{*}:=\lambda_{\mu^{k}}^{*}\), and \(\hat{h}_{\bar{m}, T}^{*}:=h_{\mu^{k}}^{*}\)
```

of the S-APIA solution. For each iteration of the S-APIA, if $\hat{\mu}_{\bar{m}, T}^{*}=h_{\mu^{k}}^{\star}$ and $\hat{\lambda}_{\bar{m}, T}^{*}=\lambda_{\mu^{k}}^{\star}, \forall \mu^{k}(k \geq 0)$, then the suboptimal policy $\hat{h}_{\tilde{m}, T}^{*}$ returned by the S-APIA is in fact an optimal policy to Problem 3. More rigorous results on optimality conditions and known issues of simulation-based ADP algorithms can be found in [21] and references therein.

## G. Related Work

The ADP algorithms proposed in this paper are related to the research work in the field of control and machine learning [21], [33], [34], [38]. The overall ADP framework adopted here follows the state-of-the-art API algorithms that employ the linear parameterization and simulation samples to approximate the value function [29], e.g., the actor critic algorithm [27], the LSTD algorithm [36], [39], and LSPE algorithm [26], [40], [41].

But the ways that we use to construct the basis functions and develop the simulated-based algorithm are different. In traditional API algorithms, the transition probabilities of states are explicitly known a priori or can be directly learned from sampled data [21], [34]. However, for our problem, the transition probabilities of the transformed MDP need to be calculated from the high-dimensional matrix inversion of the original MDP. Thus, the benefits of the traditional API algorithm as well as its known varieties cannot be fully appreciated for our problem. Motivated by the MDP transformation used in the time aggregation method [42], the ADP framework proposed in this paper transforms the Bellman equation into an equivalent form. In such a way, we eliminate the need to calculate the matrix inversions for the transformed MDP.

The computational complexity of the simulation-based algorithm is of order $O(n)$, where $n$ is the number of states. This algorithm may become intractable for very large $n$. This is a fundamental difficulty for many other related algorithms aiming to reduce the complexity for solving MDPs [21], [34]. Compared to other traditional approaches, the proposed algorithm can be easily extended to a more computationally efficient version using parallel computation, since the associated simulations are easily parallelizable (see Section III-C). Besides the parallel computation, there also exist other effective methods to further reduce the complexity of the proposed algorithm [21], [34], [43], such as the decentralized method (see Appendix F), the learning-based method, and the asynchronous update method. This will be a subject of our future work.

## IV. Case Study

The algorithmic framework developed in this paper was implemented in MATLAB and used in conjunction with a simulator to demonstrate the motion of a robotic team in the stochastic environment shown in Fig. 2. The performance and complexity of two algorithms (PIA and S-APIA) are compared for computing control policies of a case study. A computer with $2.00-\mathrm{GHz}$ CPU and with 3-GB RAM was used to generate the simulation results.

## A. Setup of Case Study

We consider two robots and assume that Robot 1 moves twice as fast as Robot 2. We consider a persistent surveillance task, where they are required to monitor rooms V1 and V3 and then return to Base to report the collected information. In other words, the robots should occupy rooms V1 and V3 at the same time and then return to Base together, infinitely often. During their motion in the environment, Robots 1 and 2 should always avoid regions Unsafe1 and Unsafe2, respectively. To specify this task, we define a set of atomic propositions in the form $\Pi=\{$ Base1, Base2, M_V1, M_V3, Unsafe1, Unsafe2\} and assign the atomic propositions to the robots as follows: $\Pi_{1}=$ \{Base1, M_V1, M_V3, Unsafe1\} and $\Pi_{2}=\{$ Base2, M_V1, M_V3, Unsafe2\}. The labeling functions for Robots 1 and 2 are defined as follows: $L_{1}(\mathrm{~V} 1)=L_{2}(\mathrm{~V} 1)=\left\{\mathrm{M}_{1} \mathrm{~V} 1\right\}, L_{1}(\mathrm{~V} 3)=$ $L_{2}(\mathrm{~V} 3)=\left\{\mathrm{M}_{2} \mathrm{~V} 3\right\}, \quad L_{1}(\mathrm{~V} 6)=\{$ Unsafe1 $\}, \quad L_{2}(\mathrm{~V} 5)=$ $\{$ Unsafe2 $\}, L_{1}(\mathrm{~V} 7)=\{$ Base1 $\}$, and $L_{2}(\mathrm{~V} 7)=\{$ Base2 $\}$.


Fig. 2. Typical simulated paths of two robots that employ the PIA optimal policy $\mu^{\star}$ in (a) and the S-APIA suboptimal policy $\mu_{\bar{m}, T}^{*}$ in (b) for the case study from time step 12 to 24 , where the pink solid line is the simulated path for Robot 1 and the blue-dashed line for Robot 2 . The numbers show the time instances when robots are at the corresponding locations. At time step 12, both robots are at room V7. After two time steps, robot 1 moves to V 5 , while Robot 2 moves to V 9 (or V 6 ) under optimal policy (or suboptimal policy). Note that robot 2 is slower than robot 1. At time step 18, the constraint $\mathrm{M} \_\mathrm{V} 1 \wedge \mathrm{M}$ - 3 3 is satisfied by the team under both polices; therefore, none of the robots can visit V 1 or V3 before they both reach the base simultaneously.

Our goal is to minimize the expected time in between the robots' simultaneous visits to V1 and V3. Therefore, the optimizing task $\psi$ is $\mathrm{M}_{-} \mathrm{V} 1 \wedge \mathrm{M}_{-} \mathrm{V} 3$. The specification is given as follows: $\phi=\mathrm{G}(\neg$ Unsafe1 $) \wedge \mathrm{G}(\neg$ Unsafe2 $) \wedge$ $G F($ Base1 $\wedge$ Base2 $) \wedge G\left(\left(M_{-} V 1 \wedge M_{-}\right.\right.$V3 $) \rightarrow X\left(\left(\neg M_{-} V 1 \wedge\right.\right.$ $\neg$ M_V3)U (Base1 $\wedge$ Base2))) $\wedge$ GF (M_V1 $\wedge$ M_V3). GF (Base1 $\wedge$ Base2) ensures that both robots visit the base simultaneously. G( $\neg$ Unsafe1) and $\mathbf{G}(\neg$ Unsafe2) specify that the robots do not visit the unsafe regions. $G\left(\left(M_{-} \mathrm{V} 1 \wedge \mathrm{M}_{-} \mathrm{V} 3\right) \rightarrow\right.$ $\mathrm{X}((\neg \mathrm{M}$ - V1 $\wedge \neg \mathrm{M}$ _V3 $) \mathrm{U}($ Base1 $\wedge$ Base2 $)))$ ensures that after monitoring both V 1 and V 3 , none of them are visited again before the robots visit the base together.

## B. Algorithms for Computing Optimal Policies

To compute optimal policies $\left\{\pi_{k}, k \in \mathcal{R}\right\}$ satisfying $\phi$ with the maximum probability, we first construct an MDP $\mathcal{M}_{\mathcal{G}}$ using (2) and translate the LTL formula $\phi$ to a DRA $\mathcal{A}_{\phi}$ using the software tool ltl2dstar [44]. Then, we compute a product MDP $\mathcal{M}_{\mathcal{P}}=\mathcal{M}_{\mathcal{G}} \times \mathcal{A}_{\phi}$ such that the constructed $\mathcal{M}_{\mathcal{G}}$ and $\mathcal{M}_{\mathcal{P}}$ have 2575 and 33475 states, respectively. A procedure described in [1] is employed to obtain all AMECs for the product MDP $\mathcal{M}_{\mathcal{P}}$. We found only one AMEC (i.e., a communicating MDP denoted by $\mathcal{M})$ with $n=4102$ states in the product MDP $\mathcal{M}_{\mathcal{P}}$. In the following, we compare the performance and complexity of two algorithms (PIA and S-APIA) to find (sub)optimal robot policies given MDP $\mathcal{M}$ and optimizing task $\psi$.

1) PIA: The PIA proposed in [19] is taken as a baseline (optimal) algorithm for comparisons purpose. By employing the PIA for solving the MDP $\mathcal{M}$, we obtain the optimal control policy $\mu^{\star}$ and the average-relative cost pair $\left(\lambda^{\star}, h^{\star}\right)$. For the case study considered here, the optimal average cost $\lambda^{\star}=$ 12.9794 and computation time for running the PIA is around 519.45 s . The optimal policy $\mu^{\star}$ is deployed for two robots in the simulation environment. In Fig. 2(a), we depict typical simulated paths for two robots that employ the optimal policy $\mu^{\star}$ from time step 12 to 24 .
2) S-APIA: To reduce the computational complexity of the PIA, in this paper, we developed the S-APIA to compute the suboptimal control polices (Algorithms 1; see Section III-F for details). The S-APIA constructs a simulation-based iterative update $\hat{r}_{t}$ to approximate the least-squares solution $\hat{r}_{\mu}^{*}$, where $t$ denotes the index of simulation samples (see (16) and (21) for more details).

To study the behavior of the simulation-based approximations, we consider an arbitrarily chosen control policy $\bar{\mu}$ for one iteration of the S-APIA. We first compute $\hat{r}_{\bar{\mu}}^{*}$ using the matrix inversion formula (16) with directly computed matrices $C_{\bar{\mu}}$ and $d_{\bar{\mu}}$. Then, we compute $\hat{r}_{t}$ using the iteration (21) with matrices $\bar{C}_{t}$ and $\bar{d}_{t}$ generated from simulation samples. In Fig. 3, we depict semilog plots of approximation errors $\left\|\bar{C}_{t}-C_{\bar{\mu}}\right\|$ and $\left\|\bar{d}_{t}-d_{\bar{\mu}}\right\|$ for $t=0,1, \ldots, 10000$. We observe from Fig. 3 that $\bar{C}_{t}$ and $\bar{d}_{t}$ converge to $C_{\bar{\mu}}$ and $d_{\bar{\mu}}$, respectively, as $t \rightarrow \infty$. This demonstrates the theoretical results shown in (18). In Fig. 3(c), we also depict a semilog plot of approximation error $\left\|\hat{r}_{t}-\hat{r}_{\bar{\mu}}^{*}\right\|$ and the curve $\sigma_{0} / \sqrt{t}$ with respect to $t$, where $\sigma_{0}$ is a scalar denoting the initial condition. We observe that $\hat{r}_{t}$ converges to the limit $\hat{r}_{\bar{\mu}}^{*}$ at the rate of $O(1 / \sqrt{t})$. This demonstrates the theoretical results shown in Propositions 1 and 3.

Let $\bar{m}$ denote the number of basis functions and $T$ denote the number of simulation samples for the S-APIA. By selecting different values of $\bar{m}$ and $T$, we can trade off the optimality and complexity of the S-APIA. By employing Algorithm 1 for solving the MDP $\mathcal{M}$, we obtain the suboptimal policy $\hat{\mu}_{\bar{m}, T}^{*}$ and the average-relative cost pair $\left(\hat{\lambda}_{\bar{m}, T}^{*}, \hat{h}_{\bar{m}, T}^{*}\right)$. Similarly, to quantify the optimality of the S-APIA, we compute the cost errors $\left\|\hat{\lambda}_{\bar{m}, T}^{*}-\lambda^{\star}\right\|$ and $\| \hat{h}_{\bar{m}, T}^{*}-h^{\star}| |$ for $\bar{m}=1,2, \ldots, 30$ and $T=500,1000, \ldots, 8000$ (see Fig. 4(a) and (b) for illustrations). In Fig. 4(c), we depict the computation time for running the S-APIA with respect to different $\bar{m}$ and $T$. We observe from Fig. 4 that the cost error decreases, while the computation time increases as the number of basis functions $\bar{m}$ or the number of simulation samples $T$ increases. We also observe from Fig. 4(a) and (b) that the optimality of S-APIA mainly depends on the


Fig. 3. Semilog plots of approximation errors (a) $\left\|\bar{C}_{t}-C_{\bar{\mu}}\right\|$, (b) $\left\|\bar{d}_{t}-d_{\bar{\mu}}\right\|$, and (c) $\left\|\hat{r}_{t}-\hat{r}_{\mu}^{*}\right\|$ with respect to the simulation sample index $t$.


Fig. 4. (a) Average cost error $\left\|\hat{\lambda}_{\bar{m}, T}^{*}-\lambda^{\star}\right\|$, (b) relative cost error $\left\|\hat{h}_{\bar{m}, T}^{*}-h^{\star}\right\|$, and (c) computation time (seconds) for running the S-APIA with respect to number of basis functions $\bar{m}$ and number of simulation samples $T$, where $\left(\hat{\lambda}_{\bar{m}, T}^{*}, \hat{h}_{\bar{m}, T}^{*}\right)$ is obtained from the S-APIA and $\left(\lambda^{\star}, h^{\star}\right)$ is obtained from the PIA.
number of basis functions $\bar{m}$ but not very sensitive to the number of simulation samples, i.e., the cost error largely decreases as $\bar{m}$ increases but only slightly decrease as $T$ increases. For the case study considered here, even with a small $T$ (e.g., $T \approx 1000-$ 2000), the S-APIA can achieve comparably good performance with a large $T$ (e.g., $T>5000$ ).

Using Fig. 4, one can easily make a tradeoff between optimality and complexity of the S-APIA by properly choosing $\bar{m}$ and $T$. For example, if we choose $\bar{m}=21$ and $T=1500$ for running the S-APIA (simulation-based algorithm) to obtain a suboptimal policy $\mu_{\bar{m}, T}^{*}$, the average cost error $\left\|\hat{\lambda}_{\bar{m}, T}^{*}-\lambda^{\star}\right\|=0.0195$, the relative cost error $\left\|\hat{h}_{\bar{m}, T}^{*}-h^{\star}\right\|=1.1908$, and the computation time is around 38.59 s [see Fig. 4(a)-(c)]. Recall that, by running the PIA (optimal algorithm) to obtain the optimal policy $\mu^{\star}$, the average cost $\lambda^{\star}=12.9794$ and the computation time is around 519.45 s . Thus, one can run the S-APIA with $\bar{m}=21$ and $T=1500$ to obtain a fairly good suboptimal policy $\mu_{\bar{m}, T}^{*}$ to approximate $\mu^{\star}$ with a largely reduced computational complexity (i.e., the S-APIA achieves less than $0.5 \%$ approximation error on average cost and more than $90 \%$ reduction on computation time compared to the PIA).

In Fig. 2(b), we also depict typical simulated paths for two robots that employ the suboptimal policy $\mu_{\bar{m}, T}^{*}$ from time step 12 to 24 , where the simulation is set up the same as the optimal
policy $\mu^{\star}$ for comparison purpose [see Fig. 2(a)]. We observe from Fig. 2 that the simulated paths generated by employing $\mu_{\bar{m}, T}^{*}$ and $\mu^{\star}$ are similar with differences coming from alternative control/motion actions taken by the suboptimal policy $\mu_{\bar{m}, T}^{*}$. For short time steps considered here, the average costs corresponding to the simulated paths deployed using both polices are the same, and all temporal logic constraints are satisfied by both policies. For long run of the simulation, the average cost associated with the optimal policy $\mu^{\star}$ is slightly better/smaller than the one with the suboptimal policy $\mu_{\bar{m}, T}^{*}$, which is consistent with our observation that $\mu_{\bar{m}, T}^{*}$ achieves less than $0.5 \%$ approximation error on average cost compared to $\mu^{\star}$.

## V. Conclusion

In this paper, we considered the problem of generating control control policies for a team of robots in a stochastic environment to complete an optimal surveillance mission. We modeled the robots as game transition systems and the environmental elements as labeled Markov Chains. The problem reduced to finding an optimal control policy of an MDP while satisfying a temporal logic specification. We presented an ADP framework to generate (sub)optimal control policies. Compared to the existing approaches based on DP, the proposed ADP framework allows us to trade off between the solution optimality
and computational complexity for obtaining the control policies in a suboptimal manner. Two algorithms were developed to implement the proposed ADP framework. The effectiveness and efficiency of the proposed ADP approaches are demonstrated using a case study in simulation environment.

## Appendix A

## Environment, Door, and Robot Models

Definition 1 (Environment model): The environment is modeled as a tuple

$$
\begin{equation*}
\mathcal{E}=\left(\mathcal{V}, \rightarrow \mathcal{E}, \Pi, L_{\mathcal{E}}\right) \tag{28}
\end{equation*}
$$

where $\mathcal{V}$ is a set of room states, $\rightarrow \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is an adjacency relation of the rooms, $\Pi$ is a set of atomic propositions, and $L_{\mathcal{E}}: \mathcal{V} \rightarrow 2^{\Pi}$ is a labeling function with $L_{\mathcal{E}}(v)$ representing the set of atomic propositions that hold true in room $v$.

An atomic proposition $\alpha \in \Pi$ can be used to represent a service request occurring in the environment (e.g., $v$ needs to be monitored), or a property of a location (e.g., $v$ is unsafe). We denote $\mathcal{D}$ as a set of doors located in the environment $\mathcal{E}$. To capture the door locations, we define a partial function $\mathcal{F}_{\mathcal{D}}$ : $\mathcal{V} \times \mathcal{V} \rightarrow \mathcal{D} \cup\{\Delta\}$, where $\mathcal{F}_{\mathcal{D}}$ is defined for all $\left(v, v^{\prime}\right) \in \rightarrow \mathcal{E}$ such that $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i$ means that the adjacent rooms $v$ and $v^{\prime}$ are separated by door $i$, whereas $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=\{\Delta\}$ means that there exists no door in between $v$ and $v^{\prime}$. We assume that the doors behave independently of each other, and each door changes its open or closed status in a stochastic manner modeled as a labeled discrete-time Markov chain (DTMC).

Definition 2 (Door model): Each door $i \in \mathcal{D}$ is modeled as a labeled DTMC

$$
\begin{equation*}
\mathcal{C}_{i}=\left(S_{i}, \iota_{i}, P_{i}, L_{i}\right) \tag{29}
\end{equation*}
$$

where $S_{i}$ is a set of door states, $\iota_{i}: S_{i} \rightarrow[0,1]$ is an initial distribution with $\sum_{s \in S_{i}} \iota_{i}(s)=1, P_{i}: S_{i} \times S_{i} \rightarrow[0,1]$ is a transition probability function such that $\sum_{s^{\prime} \in S_{i}} P_{i}\left(s, s^{\prime}\right)=1$ for any $s \in S_{i}$, and $L_{i}^{\mathcal{C}}: S_{i} \rightarrow \Omega$ is a labeling function with $\Omega=\{o, c\}$ being a status set with $\{o\}$ standing for "open" and $\{c\}$ for "closed."
An example of door model $\mathcal{C}_{1}$ is shown in Fig. 1(top left). There are three door states $S_{1}=\left\{s_{1}, s_{2}, s_{3}\right\}$ for door 1 , where the states evolve according to a DTMC. The transition probabilities are shown on top of the corresponding arrow and omitted when the probabilities are 1 . The incoming arrow indicates the initial state. The status corresponding each state is given by $L_{1}^{\mathcal{C}}\left(s_{1}\right)=$ $L_{1}^{\mathcal{C}}\left(s_{2}\right)=c$ and $L_{1}^{\mathcal{C}}\left(s_{3}\right)=o$.

We consider a team of robots moving in the environment $\mathcal{E}$, whose motions are restricted by their motion primitives (controls) and doors' statuses. We denote $\mathcal{R}$ as a set for robots. For any $k \in \mathcal{R}$ and $v \in \mathcal{V}$, we denote $U_{k}(v)$ as a finite set of available motion controls at room $v$ for robot $k$, where a motion function $M: \mathcal{V} \times U_{k} \rightarrow \mathcal{V}$ is defined such that for $\left(v, v^{\prime}\right) \in \rightarrow \mathcal{E}, M(v, u)=v^{\prime}$ represents that robot $k$ can move to room $v^{\prime}$ by applying the motion control $u \in U_{k}(v)$ at room $v$. If there is no door separating two adjacent rooms $v$ and $v^{\prime}$, robot $k$ in room $v$ can take a control $u$ such that $M(v, u)=v^{\prime}$ to moves from $v$ to $v^{\prime}$. If there is a door separating $v$ and $v^{\prime}$, then robot $k$ needs to interact with the door for moving. For
any door $i \in \mathcal{D}$, if it separates rooms $v$ and $v^{\prime}$, we introduce a set of auxiliary door states associated with door $i$ denoted by $Q_{i}^{d}=\left\{q_{i}^{v}, q_{i}^{v^{\prime}} \mid i=\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right), v, v^{\prime} \in \mathcal{V}\right\}$. For example, to move from room $v$ to an adjacent room $v^{\prime}$, which are separated by door $i$, the robot $k$ takes two steps: the first step is that the robot $k$ moves from $v$ to $q_{i}^{v}$ by taking a control $u$ such that $M(v, u)=q_{i}^{v}$; the second step is that the door status decides the next room for the robot $k$ such that it moves from $q_{i}^{v}$ to the next room $v^{\prime}$ if the door $i$ is open or it moves from $q_{i}^{v}$ back to the room $v$ if the door $i$ is closed. We denoted $Q_{\mathcal{D}}=\prod_{i \in \mathcal{D}} Q_{i}^{d}$ as a set of all auxiliary door states. We model each robot $k \in \mathcal{R}$ as a game transition system, denoted by $\mathcal{T}_{k}$.

Definition 3 (Robot model): Each robot $k \in \mathcal{R}$ is modeled as a game transition system

$$
\begin{equation*}
\mathcal{T}_{k}=\left(Q_{k}, v_{k}^{i n}, U_{k}, \rightarrow_{k}, \Pi_{k}, L_{k}, g_{k}\right) \tag{30}
\end{equation*}
$$

where $Q_{k}=\mathcal{V} \times Q_{\mathcal{D}}$ is a finite set of robot states; $v_{k}^{i n} \in \mathcal{V}$ is an initial state of the robot, representing its initial position; $U_{k}$ is a set of controls; $\rightarrow_{k} \subseteq Q_{k} \times Q_{k}$ is a transition relation such that for $v, v^{\prime} \in \mathcal{V}$ and $u \in U_{k}(v)$, we have 1) $\left(v, v^{\prime}\right) \in \rightarrow_{k}$ iff $M(v, u)=v^{\prime}$ and $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=\{\Delta\}$, and 2) $\left(v, q_{i}^{v}\right) \in \rightarrow_{k},\left(q_{i}^{v}, v\right) \in \rightarrow_{k}$, and $\left(q_{i}^{v}, v^{\prime}\right) \in \rightarrow_{k}$ iff $M(v, u)=v^{\prime}$ and $\mathcal{F}_{\mathcal{D}}\left(v, v^{\prime}\right)=i ; \Pi_{k} \subseteq \Pi$ is a set of atomic propositions; $L_{k}: \mathcal{V} \rightarrow 2^{\Pi_{k}}$ is a labeling function over the states of the robot such that $L_{k}(v)=L_{\mathcal{E}}(v)$; and $g_{k}: \rightarrow_{k} \rightarrow \mathbb{N}$ is a weight function that assigns a nonnegative integer that captures the travel time between of each transition.

The states of $\mathcal{T}_{k}$ is partitioned in two subsets: the set $\mathcal{V}$ of room states, at which robots take controls, and the set $Q_{\mathcal{D}}$ of auxiliary door states, at which robots interact with doors. A run of $\mathcal{T}_{k}$ is an infinite sequence $\left\{q^{n}\right\}_{n \geq 0}$ such that $q^{0}=v_{l}^{i n}$ and $q^{n} \rightarrow_{k} q^{n+1}$, $\forall n \geq 0$. By removing all door states from the run of $\mathcal{T}_{k}$, we obtain an infinite path of the robot, denoted by $\mathbb{P}_{k}=\left\{v_{k}^{n}\right\}_{n \geq 0}$. A path of the robot $\mathbb{P}_{k}$ generates an output word (behavior) of the robot, denoted by $\mathbb{O}_{k}=\left\{L_{k}\left(v_{k}^{n}\right)\right\}_{n \geq 0}$, and an infinite sequence of time instances $\mathbb{T}_{k}=\left\{\mathbb{T}_{k}^{n}\right\}_{n \geq 0}$ such that $L_{k}\left(v_{k}^{n}\right)$ is satisfied at time instance $\mathbb{T}_{k}^{n}$. A history-dependent control policy for robot $k \in \mathcal{R}$ is defined as an infinite sequence $\pi_{k}=$ $\left\{\mu_{k}^{n}\right\}_{n \geq 0}$, where $\mu_{k}^{n}:\left(Q_{k}\right)^{n} \times \prod_{i \in \mathcal{D}}\left(S_{i}\right)^{n} \rightarrow U_{k}$. If $\mu_{k}^{n}=\mu_{k}$ for all $k \geq 0$, then it is a stationary control policy, and we simply denote $\pi_{k}=\mu_{k}: Q_{k} \times \prod_{i \in \mathcal{D}} S_{i} \rightarrow U_{k}$ as the stationary policy for robot $k$.

## Appendix B

## Proof of Lemma 2

Since the matrix $C_{\mu}$ is invertible, the matrix $C_{\mu}^{\prime} \Sigma^{-1} C_{\mu}$ is positive definite with eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{n}>0$. Let singular value decomposition of $C_{\mu}^{\prime} \Sigma^{-1} C_{\mu}$ be $U_{\mu} \Lambda_{\mu} U_{\mu}^{\prime}$, where $\Lambda_{\mu}=$ $\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and $U_{\mu}$ is a unitary matrix (i.e., $U_{\mu}^{\prime} U_{\mu}=$ $U_{\mu} U_{\mu}^{\prime}=I$ ). Then, we have

$$
\begin{aligned}
I-G_{\mu} C_{\mu} & =I-U_{\mu}\left(\Lambda_{\mu}+\beta I\right)^{-1} U_{\mu}^{\prime} U_{\mu} \Lambda_{\mu} U_{\mu}^{\prime} \\
& =U_{\mu}\left(\Lambda_{\mu}+\beta I\right)^{-1} \beta I U_{\mu}^{\prime}
\end{aligned}
$$

It follows that the eigenvalues of $\left(I-G_{\mu} C_{\mu}\right)$ are $\beta /\left(\beta+\lambda_{i}\right)$ for $i=1, \ldots, n$, which all lie in the interval $(0,1)$. Note that $\left(I-G_{\mu} C_{\mu}\right)$ is a symmetric matrix. So the operator norm of
$\left(I-G_{\mu} C_{\mu}\right)$ is corresponding to its largest eigenvalue, i.e., $\| I-$ $G_{\mu} C_{\mu} \|=\beta /\left(\beta+\lambda_{n}\right)$. Since both $\beta$ and $\lambda_{n}$ are positive scalars, we have $\left\|I-G_{\mu} C_{\mu}\right\|<1$. Thus, we conclude the proof that the mapping $\left(I-G_{\mu} C_{\mu}\right)$ is a contraction.

## Appendix C <br> Proof of Proposition 1

Using (26), we have the following representation:

$$
\begin{equation*}
\hat{r}_{t+1}-\hat{r}_{\mu}^{*}=\left(I-G_{\mu} C_{\mu}-\bar{\Upsilon}_{t}\right)\left(\hat{r}_{t}-\hat{r}_{\mu}^{*}\right)-\left(\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right) \tag{31}
\end{equation*}
$$

As shown in Lemma 2, we know the mapping $\left(I-G_{\mu} C_{\mu}\right)$ is a contraction with $\left\|I-G_{\mu} C_{\mu}\right\|<1$. For any sample trajectory such that $\bar{\Upsilon}_{t} \rightarrow 0$, there exists $\bar{t}$ such that, for all $t \geq \bar{t}$, we have $\left\|I-G_{\mu} C_{\mu}-\bar{\Upsilon}_{t}\right\|<(1-\epsilon)$ for some positive $\epsilon$. Thus, from (31), for all $t \geq \bar{t}$, we have

$$
\begin{equation*}
\left\|\hat{r}_{t+1}-\hat{r}_{\mu}^{*}\right\| \leq(1-\epsilon)\left\|\hat{r}_{t}-\hat{r}_{\mu}^{*}\right\|+\left\|\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right\| \tag{32}
\end{equation*}
$$

For all sample trajectories such that $\bar{\Upsilon}_{t} \rightarrow 0$ and $\bar{v}_{t} \rightarrow$ 0 , the stochastic noise term $\left(\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right)$ diminishes to 0 (so that $\left\|\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right\| \rightarrow 0$ ). For $\left\|\hat{r}_{t}-\hat{r}_{\mu}^{*}\right\| \geq 2\left\|\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right\| / \epsilon$, according to (32), we have $\left\|\hat{r}_{t+1}-\hat{r}_{\mu}^{*}\right\| \leq(1-\epsilon / 2) \| \hat{r}_{t}-$ $\hat{r}_{\mu}^{*} \|$, which implies $\left\|\hat{r}_{t+1}-\hat{r}_{\mu}^{*}\right\|$ monotonically decreases to $2\left\|\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right\| / \epsilon$. For $\left\|\hat{r}_{t}-\hat{r}_{\mu}^{*}\right\| \leq 2\left\|\bar{\Upsilon}_{t} \hat{r}_{\mu}^{*}-\bar{v}_{t}\right\| / \epsilon$, we have $\left\|\hat{r}_{t}-\hat{r}_{\mu}^{*}\right\| \rightarrow 0$ since the right-hand side of the inequality diminishes to 0 as $t \rightarrow \infty$. Note that the set of all these sample trajectories has probability 1 . We conclude the proof that $\hat{r}_{t} \rightarrow \hat{r}_{\mu}^{*}$ with probability 1.

## Appendix D <br> Proof of Proposition 2

The proof of Proposition 2 is based on the analysis of the iteration (26). To find the shrinking rate of $\hat{r}_{t}$ to $\bar{r}_{t}$, we need to bound the convergence rate of the difference of term $\left(\bar{r}_{t}-\right.$ $\left.\bar{r}_{t+1}\right)$. The following lemma shows that the norm of $\left(\bar{r}_{t}-\bar{r}_{t+1}\right)$ changes at the rate of $O(1 / t)$. The proof appears at the end of this section.

Lemma 3: Consider a convergent sample path such that $\bar{C}_{t}$, $\bar{d}_{t}$, and $\bar{G}_{t}$ converge to $C_{\mu}, d_{\mu}$, and $G_{\mu}$, respectively. Then, there exists a constant $C$ such that $\left\|\bar{r}_{t+1}-\bar{r}_{t}\right\| \leq C / t$ for all $t$ sufficiently large.

Proof of Proposition 2: We consider a convergent sample path such that $\bar{C}_{t}, \bar{d}_{t}$, and $\bar{G}_{t}$ converge to $C_{\mu}, d_{\mu}$, and $G_{\mu}$, respectively. Clearly, as shown in (18) and (24), all such sample paths form a set of probability 1 , and both $\hat{r}_{t}$ and $\bar{r}_{t}$ converge to $\hat{r}_{\mu}^{*}$. Thus, the sequence of random variables $t\left(\hat{r}_{t}-\bar{r}_{t}\right)$ is bounded for any finite $t$. Then we only need to consider the situation when $t$ is sufficiently large.

Using Lemma 2, we know that $\left\|I-G_{\mu} C_{\mu}\right\|<1$. Then, there exists a scalar $\gamma \in(0,1)$ such that, for all $t$ sufficiently large

$$
\begin{equation*}
\left\|I-\bar{G}_{t} \bar{C}_{t}\right\| \leq \gamma \tag{33}
\end{equation*}
$$

Using (27), we have $\left\|\hat{r}_{t+1}-\bar{r}_{t+1}\right\| \leq\left\|I-\bar{G}_{t} \bar{C}_{t}\right\|\left\|\hat{r}_{t}-\bar{r}_{t}\right\|+$ $\left\|I-\bar{G}_{t} \bar{C}_{t}\right\|\left\|\bar{r}_{t}-\bar{r}_{t+1}\right\|$. Applying Lemma 3 and (33), we
obtain, for all $t$ sufficiently large,

$$
\begin{equation*}
\left\|\hat{r}_{t+1}-\bar{r}_{t+1}\right\| \leq \gamma\left\|\hat{r}_{t}-\bar{r}_{t}\right\|+\frac{\gamma C}{t} \tag{34}
\end{equation*}
$$

Denote $\bar{t}=\gamma /(1-\gamma)+1$ and $\bar{\gamma}=\gamma(\bar{t}+1) / \bar{t}$. It is clear that $\bar{t}<\infty$ since $\gamma<1$. For all $t \geq \bar{t}$, we have $\gamma(t+1) / t \leq \bar{\gamma}<1$. Using (34), we have, for all $t \geq \bar{t}$,

$$
\begin{align*}
(t+1)\left\|\hat{r}_{t+1}-\bar{r}_{t+1}\right\| & \leq \gamma \frac{t+1}{t} t\left\|\hat{r}_{t}-\bar{r}_{t}\right\|+\gamma \frac{t+1}{t} C \\
& \leq \bar{\gamma} t\left\|\hat{r}_{t}-\bar{r}_{t}\right\|+\bar{\gamma} C \tag{35}
\end{align*}
$$

By recursively applying (35), we have, for all $t \geq \bar{t}$,

$$
\begin{aligned}
(t+1) \| \hat{r}_{t+1} & -\bar{r}_{t+1} \| \\
& \leq \bar{\gamma}^{(t-\bar{t}+1)} \bar{t}\left\|\hat{r}_{\bar{t}}-\bar{r}_{\bar{t}}\right\|+\bar{\gamma} C+\cdots+\bar{\gamma}^{(t-\bar{t}+1)} C \\
& \leq \bar{t}\left\|\hat{r}_{\bar{t}}-\bar{r}_{\bar{t}}\right\|+\frac{\bar{\gamma} C}{1-\bar{\gamma}}
\end{aligned}
$$

We conclude the proof by noting that $\bar{t}\left\|\hat{r}_{\bar{t}}-\bar{r}_{\bar{t}}\right\|+\bar{\gamma} C /(1-\bar{\gamma})$ is always finite.

Proof of Lemma 3: Clearly, along such a convergent sample path, both $\hat{r}_{t}$ and $\bar{r}_{t}$ converge to $\hat{r}_{\mu}^{*}$. By the definition of $\bar{r}_{t}$, we have

$$
\begin{align*}
\left\|\bar{r}_{t+1}-\bar{r}_{t}\right\| & =\left\|\bar{C}_{t}^{-1} \bar{d}_{t}-\bar{C}_{t-1}^{-1} \bar{d}_{t-1}\right\| \\
& \leq\left\|\bar{C}_{t}^{-1}-\bar{C}_{t-1}^{-1}\right\|\left\|\bar{d}_{t}\right\|+\left\|\bar{C}_{t-1}^{-1}\right\|\left\|\bar{d}_{t}-\bar{d}_{t-1}\right\| . \tag{36}
\end{align*}
$$

Since $\bar{C}_{t} \rightarrow C_{\mu}$ and $\bar{d}_{t} \rightarrow d_{\mu}$, then $\left\|\bar{C}_{t-1}^{-1}\right\| \rightarrow\left\|C_{\mu}^{-1}\right\|$ and $\left\|\bar{d}_{t}\right\| \rightarrow\left\|d_{\mu}\right\|$. Thus, for sufficiently large $t$, there exist some constants $B_{1}$ and $B_{2}$ such that

$$
\begin{equation*}
\left\|\bar{C}_{t-1}^{-1}\right\| \leq C_{1}, \quad\left\|\bar{d}_{t}\right\| \leq C_{2} \tag{37}
\end{equation*}
$$

Using recursive representation, we can express $\bar{d}_{t}$ as

$$
\begin{aligned}
\bar{d}_{t}=\bar{d}_{t-1} & -\frac{1}{t+1} \bar{d}_{t-1} \\
& +\frac{1}{t+1}\left[\begin{array}{c}
\left(\phi\left(i_{t}\right)-\phi\left(j_{t}\right)\right) g\left(i_{t}\right) \\
\left(1-\vec{P}_{\mu}\left(i_{t}, j_{t}\right) / P_{\mu}\left(i_{t}, j_{t}\right)\right) g\left(i_{t}\right)
\end{array}\right] .
\end{aligned}
$$

Then, for sufficiently large $t$, we have

$$
\begin{equation*}
\left\|\bar{d}_{t}-\bar{d}_{t-1}\right\| \leq \frac{C_{3}}{t} \tag{38}
\end{equation*}
$$

for some constant $C_{3}$ (since $\bar{d}_{t}, \phi\left(i_{t}\right), \phi\left(j_{t}\right) g\left(i_{t}\right)$, and $\vec{P}_{\mu}\left(i_{t}, j_{t}\right)$ are all bounded for all $t$, and $\left.P_{\mu}\left(i_{t}, j_{t}\right)\right) g\left(i_{t}\right)$ are bounded and nonzero for all $t$ ). Using definition of $\bar{C}_{t}$ [see (17)], we have

$$
\begin{align*}
\left\|\bar{C}_{t}^{-1}-\bar{C}_{t-1}^{-1}\right\| & =\left\|C_{t}^{-1}+t\left(C_{t}^{-1}-C_{t-1}^{-1}\right)\right\| \\
& \leq\left\|C_{t}^{-1}\right\|+t\left\|C_{t}^{-1}-C_{t-1}^{-1}\right\| . \tag{39}
\end{align*}
$$

Using recursive representation, we can express $C_{t}$ as

$$
\begin{equation*}
C_{t}=C_{t-1}+u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime}+v\left(i_{t}\right) v\left(\hat{i}_{t}\right)^{\prime} \tag{40}
\end{equation*}
$$

where the vector functions $u(\cdot, \cdot)$ and $v(\cdot)$ are defined as

$$
u(i, j)=\left[\begin{array}{c}
\phi(i)-\phi(j) \\
1-\vec{P}_{\mu}(i, j) / P_{\mu}(i, j)
\end{array}\right], \quad v(i)=\sqrt{n}\left[\begin{array}{c}
\phi(i) \\
0
\end{array}\right]
$$

Note that the vectors $u\left(i_{t}, j_{t}\right), u\left(i_{t}, \hat{j}_{t}\right), v\left(i_{t}\right)$, and $v\left(\hat{i}_{t}\right)$ are all bounded for all $t \geq 0$.

By applying Sherman-Morisson formula for matrix inversion to (40), we obtain

$$
\begin{equation*}
C_{t}^{-1}=\widehat{C}_{t-1}^{-1}-\frac{\widehat{C}_{t-1}^{-1} v\left(i_{t}\right) v\left(\hat{i}_{t}\right)^{\prime} \widehat{C}_{t-1}^{-1}}{1+v\left(\hat{i}_{t}\right)^{\prime} \widehat{C}_{t-1}^{-1} v\left(i_{t}\right)} \tag{41}
\end{equation*}
$$

where $\widehat{C}_{t-1}$ is defined as

$$
\begin{equation*}
\widehat{C}_{t-1}=C_{t-1}+u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime} \tag{42}
\end{equation*}
$$

By applying the Sherman-Morisson formula again to (42), we obtain

$$
\begin{equation*}
\widehat{C}_{t-1}^{-1}=C_{t-1}^{-1}-\frac{C_{t-1}^{-1} u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime} C_{t-1}^{-1}}{1+u\left(i_{t}, \hat{j}_{t}\right)^{\prime} C_{t-1}^{-1} u\left(i_{t}, j_{t}\right)} \tag{43}
\end{equation*}
$$

Note that $C_{t-1}=t \bar{C}_{t-1}$. Then, with probability 1, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t C_{t-1}^{-1}=\lim _{t \rightarrow \infty} t\left(t \bar{C}_{t-1}\right)^{-1}=\lim _{t \rightarrow \infty} \bar{C}_{t-1}^{-1}=C_{\mu}^{-1} \tag{44}
\end{equation*}
$$

Denote $\widehat{C_{t-1}^{-1}}=t \widehat{C}_{t-1}^{-1}$. Using (43) and (44), we have

$$
\begin{align*}
\lim _{t \rightarrow \infty} \widehat{C_{t-1}^{-1}} & =\lim _{t \rightarrow \infty}\left(t C_{t-1}^{-1}-\frac{t C_{t-1}^{-1} u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime} t C_{t-1}^{-1}}{t+u\left(i_{t}, \hat{j}_{t}\right)^{\prime} t C_{t-1}^{-1} u\left(i_{t}, j_{t}\right)}\right) \\
& =C_{\mu}^{-1} \tag{45}
\end{align*}
$$

Substituting (43) into (41), and using (44) and (45), we have

$$
\begin{align*}
& t\left\|C_{t}^{-1}-C_{t-1}^{-1}\right\| \\
& =t\left\|\frac{C_{t-1}^{-1} u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime} C_{t-1}^{-1}}{1+u\left(i_{t}, \hat{j}_{t}\right)^{\prime} C_{t-1}^{-1} u\left(i_{t}, j_{t}\right)}+\frac{\widehat{C}_{t-1}^{-1} v\left(i_{t}\right) v\left(\hat{i}_{t}\right)^{\prime} \widehat{C}_{t-1}^{-1}}{1+v\left(\hat{i}_{t}\right)^{\prime} \widehat{C}_{t-1}^{-1} v\left(i_{t}\right)}\right\| \\
& \leq\left\|\frac{\bar{C}_{t-1}^{-1} u\left(i_{t}, j_{t}\right) u\left(i_{t}, \hat{j}_{t}\right)^{\prime} \bar{C}_{t-1}^{-1}}{t+u\left(i_{t}, \hat{j}_{t}\right)^{\prime} \bar{C}_{t-1}^{-1} u\left(i_{t}, j_{t}\right)}\right\|+\left\|\frac{\widehat{C_{t-1}^{-1}} v\left(i_{t}\right) v\left(\hat{i_{t}}\right)^{\prime} \widehat{C_{t-1}^{-1}}}{t+v\left(\hat{i}_{t}\right)^{\prime} \widehat{C_{t-1}^{-1}} v\left(i_{t}\right)}\right\| \\
& \leq \frac{C_{4}}{t} \tag{46}
\end{align*}
$$

for some constants $C_{4}$ and $t$ sufficiently large. Substituting (46) into (39), we have, for $t$ sufficiently large,

$$
\begin{equation*}
\left\|\bar{C}_{t}^{-1}-\bar{C}_{t-1}^{-1}\right\| \leq \frac{1}{t+1}\left\|\bar{C}_{t}^{-1}\right\|+\frac{C_{4}}{t} \leq \frac{C_{1}}{t}+\frac{C_{4}}{t} \tag{47}
\end{equation*}
$$

Substituting (37), (38), and (47) into (36), we conclude the proof.

## Appendix E

## Proof of Proposition 3

Consider a convergent sample path such that $\bar{C}_{t}, \bar{d}_{t}$, and $\bar{G}_{t}$ converge to $C_{\mu}, d_{\mu}$, and $G_{\mu}$, respectively. As shown in (18) and (24), all such sample paths form a set of probability 1 , and $\hat{r}_{t}$ and $\bar{r}_{t}$ converge to $\hat{r}_{\mu}^{*}$. Using (19) and (21), we can write

$$
\begin{align*}
& \sqrt{t+1}\left(\hat{r}_{t+1}-\hat{r}_{\mu}^{*}\right) \\
& \quad=\sqrt{t+1}\left(I-\bar{G}_{t} \bar{C}_{t}\right)\left(\hat{r}_{t}-\bar{r}_{t+1}\right)+\sqrt{t+1}\left(\bar{r}_{t+1}-\hat{r}_{\mu}^{*}\right) \tag{48}
\end{align*}
$$

Using Lemma 2, we know that $\left\|I-G_{\mu} C_{\mu}\right\|<1$. Then, there exists a scalar $\gamma \in(0,1)$ such that $\left\|I-\bar{G}_{t} \bar{C}_{t}\right\| \leq \gamma$ for $t$ sufficiently large. Thus, for $t$ sufficiently large, we have

$$
\begin{align*}
& \| \sqrt{t+1}\left(I-\bar{G}_{t} \bar{C}_{t}\right)\left(\hat{r}_{t}-\bar{r}_{t+1}\right) \| \\
& \leq \sqrt{t+1}\left\|\left(I-\bar{G}_{t} \bar{C}_{t}\right)\right\|\left(\left\|\hat{r}_{t}-\bar{r}_{t}\right\|+\left\|\bar{r}_{t}-\bar{r}_{t+1}\right\|\right) \\
& \quad \leq \gamma \sqrt{t+1}\left(\frac{\bar{C}}{t}+\frac{C}{t}\right) \tag{49}
\end{align*}
$$

where we obtain (49) using Lemma 3 and Proposition 2 for some finite constants $C$ and $\bar{C}$. Thus, with probability 1 , we have

$$
\begin{equation*}
\sqrt{t+1}\left(I-\bar{G}_{t} \bar{C}_{t}\right)\left(\hat{r}_{t}-r_{t+1}\right) \rightarrow 0, \quad \text { as } t \rightarrow \infty \tag{50}
\end{equation*}
$$

A convergence rate analysis of $\bar{r}_{t}$ is provided by Konda [27]. As shown in [27, Th. 6.3], the sequence of random variables $\sqrt{t+1}\left(\bar{r}_{t+1}-\hat{r}_{\mu}^{*}\right)$ converges in distribution to $\mathcal{N}\left(0, \Sigma_{c}\right)$ as $t \rightarrow$ $\infty$. The covariance matrix $\Sigma_{c}$ can be computed as $C_{\mu}^{-1} \Gamma\left(C_{\mu}^{\prime}\right)^{-1}$, where $\Gamma$ is the covariance matrix of the Gaussian distribution to which $\sqrt{t}\left(\bar{C}_{t} \hat{r}_{\mu}^{*}-\bar{d}_{t}\right)$ converges in distribution. Combining this with (48) and (50), we conclude the proof.

## Appendix F

## Decentralized Extension to the S-APIA

The S-APIA (see Algorithm 1) proposed in Section III is a centralized algorithm. The computational complexity of SAPIA is of order $O(n)$, where $n$ is the number of MDP states (see Remark 2). In the following, we extend the S-APIP to a decentralized version such that the computational complexity of the algorithm does not depend on the number of MDP states.

For the multiagent persistent monitoring problem, the state transitions of the constructed MDP only occur between the neighboring states, which is due to the geometry constraints of the environment model and the motion constraints of the robot model [20], [30]. Denote $\mathcal{N}(i)$ the set of neighboring states of the state $i$ and we assume that there exists a finite number $\bar{N}$ such that $|\mathcal{N}(i)| \leq \bar{N}$ for $i=1, \ldots, n$. For the considered multiagent problem, we have $\bar{N} \ll n$, that is, the maximum number of neighboring states is much less than the number of total MDP states.

The centralized computations involved in the S-APIA mainly come from the model construction and policy update steps in the API approach (see lines 3 and 12 in Algorithm 1). In the model construction step, we construct the full transition matrix and cost vector for the entire state space. In the policy update step, the improved policy is obtained by minimizing the evaluated cost vector for the entire space. Using the neighboring-transition structure of the considered MDP, we propose a distributed way in the following to generate simulation samples and update the policy only using neighboring transition probabilities and cost values.

The main idea of the distributed algorithm is to obtain $\bar{C}_{t}$ and $\bar{d}_{t}$ by averaging samples collected using the controls corresponding to the (approximately) improved policy. In the following, we briefly presented the main changes of the distributed version compared to the original S-APIA algorithm. Given the
generated simulation transitions, we update the parameter vector $\hat{r}_{t}$ using the iteration

$$
\begin{equation*}
\hat{r}_{t+1}=\hat{r}_{t}-\gamma \bar{G}_{t}\left(\bar{C}_{t} \hat{r}_{t}-\bar{d}_{t}\right) \tag{51}
\end{equation*}
$$

where $\gamma \in(0,1]$ is a stepsize, $\bar{G}_{t}$ is defined the same as (22), and $\bar{C}_{t}$ and $\bar{d}_{t}$ are defined the same as (17) but with all submatrices defined equivalently in the following iterative form: $\bar{C}_{t}^{11}=\frac{t}{t+1} \bar{C}_{t-1}^{11}+\frac{1}{t+1}\left(\left(\phi\left(i_{t}\right)-\phi\left(j_{t}\right)\right)\left(\phi\left(i_{t}\right)-\phi\left(\hat{j}_{t}\right)\right)^{\prime}+n \phi\right.$ $\left.\left(i_{t}\right) \phi\left(\hat{i}_{t}\right)^{\prime}\right), \bar{C}_{t}^{12}=\frac{t}{t+1} \bar{C}_{t-1}^{12}+\frac{1}{t+1}\left(\phi\left(i_{t}\right)-\phi\left(j_{t}\right)\right)\left(1-\vec{P}_{\mu}\left(i_{t}\right.\right.$, $\left.\left.\hat{j}_{t}\right) / P_{\mu}\left(i_{t}, \hat{j}_{t}\right)\right), \bar{C}_{t}^{21}=\frac{t}{t+1} \bar{C}_{t-1}^{21}+\frac{1}{t+1}\left(1-\vec{P}_{\mu}\left(i_{t}, j_{t}\right) / P_{\mu}\left(i_{t}\right.\right.$, $\left.\left.j_{t}\right)\right)\left(\phi\left(i_{t}\right)-\phi\left(\hat{j}_{t}\right)\right)^{\prime}, \quad \bar{C}_{t}^{22}=\frac{t}{t+1} \bar{C}_{t-1}^{22}+\frac{1}{t+1}\left(1-\vec{P}_{\mu}\left(i_{t}, j_{t}\right) /\right.$ $\left.P_{\mu}\left(i_{t}, j_{t}\right)\right)\left(1-\vec{P}_{\mu}\left(i_{t}, \hat{j}_{t}\right) / P_{\mu}\left(i_{t}, \hat{j}_{t}\right)\right), \quad \bar{d}_{t}^{1}=\frac{t}{t+1} \bar{d}_{t-1}^{1}+\frac{1}{t+1}$ $\left(\phi\left(i_{t}\right)-\phi\left(j_{t}\right)\right) g\left(i_{t}\right), \quad$ and $\quad \bar{d}_{t}^{2}=\frac{t}{t+1} \bar{d}_{t-1}^{2}+\frac{1}{t+1}\left(1-\vec{P}_{\mu}\left(i_{t}\right.\right.$, $\left.\left.j_{t}\right) / P_{\mu}\left(i_{t}, j_{t}\right)\right) g\left(i_{t}\right)$.

In the centralized algorithm, each policy is evaluated with a very large number of samples using the full transition matrix and cost vector, and the improved policy is obtained for the entire state space during each iteration of policy improvement. In the distributed algorithm, the simulated transitions are generated using a policy that is updated every few samples using neighboring transition probabilities and cost values, and the policy is only updated for the index state that has been generated. In the extreme case of a single sample between policies, when the next index state $i_{t+1}$ is generated according to distribution $\xi$, we only need to update the policy associated with the state $i_{t+1}$ as

$$
\begin{aligned}
\mu^{t+1}\left(i_{t+1}\right)=\underset{u \in U\left(i_{t+1}\right)}{\arg \min } \sum_{j \in \mathcal{N}\left(i_{t+1}\right)} & \left(g\left(i_{t+1}, u\right)\right. \\
& +p\left(i_{t+1}, u, j\right) \phi(j)^{\prime} r_{t+1} \\
& \left.+\lambda_{t+1} \vec{p}\left(i_{t+1}, u, j\right)\right)
\end{aligned}
$$

where recall that $\mathcal{N}\left(i_{t+1}\right)$ denotes the set of neighboring states of $i_{t+1}$, and $\hat{r}_{t+1}=\left[r_{t+1}^{\prime}, \lambda_{t+1}\right]^{\prime}$ is updated using the iteration (51). Then, we generate the state transitions $\left(i_{t+1}, j_{t+1}\right)$ and $\left(i_{t+1}, \hat{j}_{t+1}\right)$ independently using the updated policy $\mu^{t+1}\left(i_{t+1}\right)$. The generated simulation transitions will be used to update the parameter vector $\hat{r}_{t+1}$ in the next iteration and so on.

Compared to the centralized algorithm, the distributed one presented above is an iterative algorithm with each iteration only depending on neighboring transition probabilities and cost values. The policy is updated every few samples only to the states that have been processed. In such a way, the computational complexity of the distributed algorithm does not depend on the number of MDP states. Generally, in distributed algorithm, a substantial number of samples may need to be collected with the same policy before switching policies, in order to reduce the variance of $\bar{C}_{t}$ and $\bar{d}_{t}$. The convergence results of the distributed algorithm will be studied in our future work.
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