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Abstract— We develop a decentralized control method for a
network of perturbed linear systems with dynamical couplings
subject to Signal Temporal Logic (STL) specifications. We first
transform the STL requirements into set containment problems,
then we develop controllers to solve these problems. Our
approach is based on treating the couplings between subsystems
as disturbances, which are bounded sets that the subsystems
negotiate in the form of parametric assume-guarantee contracts.
The set containment requirements and parameterized contracts
are added to the subsystems’ constraints. We introduce a
centralized optimization problem to derive the contracts, reach-
ability tubes, and decentralized closed-loop control laws. We
show that, when the STL formula is separable with respect
to the subsystems, the centralized optimization problem can
be solved in a distributed way, which scales to large systems.
We present formal theoretical guarantees on robustness of
STL satisfaction. The effectiveness of the proposed method is
demonstrated via a power network case study.

I. INTRODUCTION

Formal methods provide mathematical guarantees for the
behavior of control systems. Formal languages, such as
temporal logics [1], can be used to describe system specifica-
tions. With particular relevance to this work, Signal Temporal
Logic (STL) [16] can describe a broad range of temporally
bounded constraints. The use of formal methods in multi-
agent systems has also been investigated [20], [14], [13]. But,
with only one exception [13], they only studied dynamically
decoupled agents, and none of them took into account the
presence of additive disturbances. A related approach in
formal methods is based on set-valued dynamics. Analyz-
ing such systems enables characterizing all the possible
responses in the presence of bounded uncertainties. Reacha-
bility analysis and correct-by-design control synthesis, which
guarantee correctness without system testing, received a lot
of attention in recent years [10], [15], [7].

Formal methods come with a high computational cost,
which makes it challenging to apply them to multi agent
systems. That is especially true when we are considering
systems with disturbances, and want to guarantee the satis-
faction of temporal logic specification under all allowed dis-
turbances. Divide and conquer techniques are a natural way
to break the problem into smaller pieces. They can be applied
to interconnected systems, where the dynamics of the agents
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are coupled. Assume-guarantee contracts [4] formalize the
promises that systems make and provide over dynamical
couplings. For instance, assume-guarantee contracts were
used to describe vehicular flow between neighborhoods of
a traffic network [12], aircraft power distributions, [19], and
dynamics of an aerial robot tethered to a ground one [17].
In this paper, we study the problem of decentralized
control design for interconnected perturbed linear systems
subject to STL constraints. Unlike approaches that assume
given a-priori feasible assume-guarantee contracts [18], [5],
we parameterize the contracts and search for feasibility. Un-
like the search method in [12], our parameterization, which is
based on our prior work [8] and [9], has a special convexity
property that leads to a tractable solution. The approach
in [17] also parameterized contracts and found them using
convex optimization, but was limited to polytopic invariant
sets. Here we include complex, non-convex STL constraints,
and retain the parameterization from [9]. We achieved this
goal by fixing the “logical behavior” through solving a MILP.
This enabled us to convert the STL specifications into set
containment problems. Then, a linear program is proposed
to jointly optimize assume-guarantee contracts, set-valued
trajectories, and decentralized closed loop control laws. This
allows steering the aggregate system in a way that the global
STL formulae is satisfied, while disturbances are rejected
in a decentralized manner. When the given STL formula
is separable with respect to the subsystems, we provide a
method to make the contribution above computationally more
tractable for large networks by making it compositional. We
use the convexity properties in [8] to optimize contracts,
reachability sets, and controllers in a distributed way.

II. NOTATIONS AND PRELIMINARIES

R, R, and N stand for the sets of real, non-negative real,
and non-negative integers, respectively; Ny, represents the set
of non-negative numbers up to h € N.

We use By, to denote an h-dimensional box. S; @ Sy =
{s1 + s2|s1 € S1,52 € Sy} is the Minkowski sum of two
sets S1 and So. The Directed Hausdorf{f distance between two
sets Sy and S5 is denoted by dp gy (S1,Ss) For compact sets,
dpu(S1,S2) =0 iff Sy C S;. The Cartesian product of sets
S; and S, is denoted by S; x Sy and the Cartesian product of
Si,-+-,Sy by vazl S;. I, Op, and [A1, As] represent the
n X n identity matrix, the n-dimensional zero vector, and the
horizontal concatenation of matrices A;, A, with the same
number of rows, respectively.

A zonotope is a symmetric shape set representation defined
as Z(c,@) = {c+ Gblvb € B,}, where ¢ € R" and
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G € R™ 4 (n,q € N) denote the zonotope’s center and
generator, respectively. The order of the zonotope is equal
to —. Zonotopes are convenient for set calculations, such as
Mil’TlLKOWSki sums and linear transformations. Given two sets
S1 = Z(c1,G1) and So = Z(co, Go), a matrix A € R™*"™,
and a vector b € R", where ¢1,co € R™ and G; € R"*7%1 |
G2 € R, we have S; & Sy = Z(c1 + ¢2,[G1,Gs]) and
AS{ +b= Z(Acl + b, AG1>

Signal Temporal Logic (STL) was introduced in [16] to
specify Boolean and temporal properties of real-valued, time
signals. A discrete-time signal is a function s : N — R9. We
use (s, [t1,t2]) to denote the sequence s(t1), ..., s(t2) and
(s,t) for (s,[t,00]). An STL formula is defined with the
following recursive grammar:

@ 2= |l AY|P|lOVY|F, 1,1901Gty 0] 0U R, % (1)

where 7 is a predicate. All predicates are assumed to be
linear in the form p(s) < ¢ or p(s) > ¢, with ¢ being a
scalar and p : RY — R being a linear function. Symbols
-, A, and V denote Boolean negation, conjunction, and
disjunction, respectively; F, 1), Gy, ¢,), and Uy, 4,) are
temporal operators for “eventually”,“always”, and “until”,
respectively. Also, (s,t) = ¢ denotes that signal s satisfies
formula ¢ at time ¢, and (s,t) ¥ ¢ if this is not the case.
The satisfaction of a formula ¢ by a signal s at time ¢ is
defined in Definition 1 at [2]. For simplicity, (s,0) = ¢ is
denoted by s |= . The horizon of a formula is the shortest
amount of time required to determine whether a formula ¢
is satisfied, and it is denoted by hrz(y) [2]. The robustness
[6] of formula ¢ with respect to signal s at time ¢ is denoted
by p(s,,t). Without loss of generality, we only consider
negation free formulas in this paper. This is not restrictive,
as any STL formula can be made negation-free. It is also
worth noting that, while predicates with inequalities are used
in the semantics definition, strict inequalities and equalities
can be formed using the Boolean operators.

III. PROBLEM DEFINITION AND APPROACH

Consider the following network of coupled time-variant
linear subsystems:

Tipp1 = Agiii + Big gt g+ Z Ajjrxie+ Z Bijiuj e
J#i j#i
+ Wi, t, 1€ Iv (2)

where Z is an index set for the subsystems; A;;; € R™ >,
Aij,t € Rmixni, Bii,t € R™*™i and Bij,t € R™*™i are
given, time-variant matrices for subsystem i. Let n = |Z|
denote the number of subsystems in the network. The state,
control input, and disturbance for subsystem ¢ at time step
t are represented by x;; € R"™, u;; € R™, and w;; €
R"™, which are bounded by given polytopic sets xz;: €
Xi,t C R™, Uit € Uz’,t C R™i, and Wit € Wi,t C R™,
respectively. A decentralized controller p; +(.) : X1 — Uiy
is a function that maps the current state of subsystem 4 into
a control input in the control space of the same subsystem.
System (2) with no disturbances is called a nominal system.

Definition 1 (Decentralized Finite-Time Viable Sets):
Given h € N, the sequences of sets €2; 0,8 1,..., % p, 1 €L
for the interconnected system in (2) are called decentralized
viable sets, if for all t € Ny, Vi € Z, Q; 4 C X, ; and there
exists a set of policies y;.(.) such that ©,;, C U, and
YVt € N1,V € Qi4,Ywiy € Wiy = Tipe1 € Q44415
where O, ; 1= u; () is called action set.

A signal s : N — X x U C R*™ is a trajectory where
s(t) represents a vector stacking the state and control of the
aggregated system at time step ¢, which is represented by

s(t) = (x4,uy), where xp = [x{m... 7$7:;t]T c R” and
Uy = [u{,t"" ’uZ]ﬂ’t]T c R™ and n = Ziel’ni and m =

> icz ™. In this paper, we consider the following problem:

Problem 1: Given a network of perturbed linear systems
in the form (2), the initial states xé"”wl € X;0,Vi€l, a
bounded STL formula ¢ with linear predicates in the states
and / or controls, and a quadratic cost J : S — Ry, find
the optimal decentralized controllers p; +(x;+),Vi € Z and
their corresponding sequence of viable sets (2, ; such that
J is minimized, z;; € X; 4, wiy € Uy, and s | . If
such a signal does not exist, find €2; ; corresponding to the
maximum possible value of the robustness, i.e, find a signal
with the least amount of violation.

To solve Problem 1, a two-step optimization-based ap-
proach is proposed. We begin by solving a mixed-integer
program for the aggregated nominal system, which is con-
strained by the STL formula ¢ [2]. It allows us to determine
active predicates at each time and convert the STL formula
satisfaction into a set containment problems, which is shown
to be a convex programming problem [22]. In the second
step, we take into account the additive disturbance, along
with the set containment constraints, and we find a set of
decentralized closed-loop controllers and viable sets.

IV. CONVERTING STL FORMULAS INTO SET
CONTAINMENT PROBLEMS

We borrowed the method explained in [2] to encode an
STL formula into a mixed-integer linear program. Then,
the set of predicates whose satisfaction corresponds to the
maximum robustness for the nominal system is identified
and transformed to a set containment problem.

A. Encoding the STL Formulas

Following the predicate-based encoding from [2], a binary
variable 2] € {0, 1} is dedicated to each predicate 7 = (y >
0), which must be assigned to 1 if the predicate is true, and
to O otherwise. The relation between z, the robustness p,
and y; is encoded as

Y+ MQA=27)=p , y— Mz <p, 3)
where M is a sufficiently large number such that for all time
steps, M > maxy;,7 € N, . The equations in (3) enforce
the binary variable zf to be equal to 1 when y; > p and
equal to 0 when y; < p. Disjunctions and conjunctions are
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captured by the following constraints:

Ny

z—/\zzz>z<zl,z€Nn ,Z—\/zlz>z<z,zl,

“)
where n, € N and z € [0,1] is declared as a continuous
variable. However, as the above equation shows, it can only
take binary values. In [11], [21] upper-bounding constraints
are added to create a necessary and sufficient condition:

N

z-/\zz(:>z>2zz—nz+1z<zl,zeN (5a)
=0 =0
n,
z—\/zl(:)z>z“z€Nn,z<Zzl (5b)

=0 =0

The upper-bound constraints are necessary when the specifi-
cation does not include negation. z; € [0, 1] is the variable
that indicates whether (s,t) = ¢. A recursive translation of
an STL formula is as follows:

Ne Ny Ny Ny
p=Noi=2=N\ae=\wi=2f =\ 2
i=1 i=1 i=1 i=1
<p:G11/1:>Zf: /\sz;cp:F[w#z“a: \/ztle,

tel t’EI
o =1U1Urpe = 2f = \/ zf, A /\ zf//

t'el t et t’]

where n, € N. Given a formula ¢, the set of constraints
recursively constructed by equations (3), (5), and (6) is
denoted by C,.

Theorem 1 (Adapted from [2]): The following properties
hold for the above mixed-integer linear program encoding:(i)
(s,t) = ¢, if adding 2f = 1 and p > 0 to the constraints
makes C,, feasible, (ii) (s, t) ¥ ¢, if adding z = 1 and p > 0
makes C,, infeasible, (iii) the largest p such that z{ = 1 and
C, is feasible is equal to the robustness.

It is shown in [2] that when the STL formulas are negation
free, p equals robustness. As a result, it can be used as an
objective function to maximize robustness.

B. Set Containment for STL Formula Satisfaction

The objective of this subsection is to get the set of
z7's equal to 1, which are called active predicates, for the
maximum robustness while considering the nominal system.
If the disturbance bound is small enough, it can be assumed
that the perturbed and nominal systems have the same set of
active predicates, and a closed-loop controller can be found
to ensure that the system’s reachability set still satisfies those
predicates. We can do the synthesis for the aggregate nominal
system [2] rewritten as z;11 = Aizy + Brug from (2), by
using the STL satisfaction constraints introduced before:

—J (5[0, hrz()]) + M(lpl — p)

max
T, Ut 2] 5P

As long as robustness is positive, the proposed objective
function minimizes the user defined cost function J(.),
which can be a regular quadratic function in the form of

?L(Z)(“’) ol Qx; + ul Ru;. Otherwise, it maximizes robust-
ness due to the effect of the large scalar M and finds the
nominal trajectory with the least violation.

Each active predicate is actually a set, y; > p, Vy;, which
must hold for all possible signals at time ¢. By definition, we
have s(t) € [[, Qi x [, ©s,¢. Assuming the set [[, €;; x
[, ©;. is represented by a zonotopic set Z(c, G) (notation
t is removed for readability), then any possible signal must
satisfy e > p, Ve € Z(p(c),p(G)). Also, by definition, the
zonotope Z(c, G) has the following upper and lower bounds
c—> 19l < Z(e,G) < ¢+, |gi|, where g; is the ith
column of G. Using these bounds, the satisfaction constraint
for an active predicate would be:

+Z\p )il < —p (8)

where p(G); is the ith element of p(G).
Theorem 2: The constraint in (8) can be written as a set
of linear constraints as follows:

o)+ pi < —p,p; > p(G)i,p; > —p(G)i. (9

Proof: Tt czan be easily seen that if such pls exist, the
following relation holds:
) + sz < —p,

+Z\p

which also satisfies the original constraint (8). Also, because
(9) is the relaxed form of the original problem, if such pjs
do not exist, the original problem is also infeasible. [ ]
Finally, the set of linear constraints that guarantees any
possible trajectories in viable and action sets satisfies the
STL formula ¢ is denoted by G,,.

)il < —ple (10)

V. COMPUTATION OF VIABLE SETS UNDER ADDITIVE
DISTURBANCE

The original problem has been transformed into a de-
centralized control synthesis problem with zonotopic set
containment constraints. The latter problem was consid-
ered in [9], where a compositional approach using assume-
guarantee contracts is proposed. In this section, we give a
brief overview of [9] and incorporate the linear constraints
G, into its formulation.

A. Decentralized Synthesis

First, the subsystems are decoupled from each other by
considering the effects of other subsystems as disturbances,
and by making some assumptions on the operational sets of
each subsystem, as follows:

au
Tit+1 = An 4Lt +Bn UGt —I—U}Z fgv (11)

where w;'}? is the augmented disturbance set on subsystem

st Typ1 = Ay + Byug, t € Npypo(p)—1 7 i, which belongs to:
__ [tnitial initial
,TO—[-’I?l a...,l'n ]7 augG@Al]tht®@Bljtujt®Wlt7 (12)
Cor 25 = 1. J#i J#i
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where &; ; and Uf; ; are assumed operational sets for the state
and the control input of subsystem j € Z. It can be seen that
the performance of each subsystem affects the assumptions
of the other subsystems. This give and take contracts are
called assume-guarantee contracts.

Definition 2 (Assume-Guarantee Contracts): An assume-
guarantee contract for subsystem i € Z is a pair C; =
(A;, G;), where:

o The assumption A; is the assumption set over the

disturbance w;'y? € Wi 4,
o The guarantee G; is the promise of subsystem ¢ over its
state and control input z; ; € Xj ¢, u; s € Us .
As seen in (12), the following relation holds between the
guarantee of other subsystems X;,U;, j # ¢ and the assump-
tion of subsystem 4, A;:

Wi = @Aij,tx‘,t @ @ Bij i ®Wiy
i i
The above zonotopic set is represented by W;, =
Z(dy,,GY,), where df, € R™ and G, € R™*!  Next,
we define a parametric assume-guarantee contract, which is
similar to the regular contract except that the sets & ;, U;
are replaced with the parametric sets below:

Xii(agy) == 2(ciy, G7 Diag(aj,)), (14a)
Ui (o ) = Z(c} Cit ZtDiag(aZt))v (14b)

where GY, € R™i%Jfit and Gy € R™Mix9it (fiy, 910 € N)
are given matrices defined by the user, and the vectors
eR™ ,af, e Rfir, ¢!, e R™, and o}, € RY are pa-
rameters Also, the parametric assumption set W, ;(a®*?) is
derived by replacing the above parametric sets into equation
(13), where a*t denotes the set of all parameters. To deal
with the mismatch between the assumed and real operational
disturbance sets, we introduce the notion of correctness:
Definition 3 (Correctness): A set of parametric contracts
C; is correct if

Wzt C@Althjt@B”t@gt@WztaVl t.

13)

(15)

The precedlng deﬁnmon is required to resolve the circularity
problem of assumption- guarantee contracts. It was shown in
[8] that constraints X; ;(af,) C € and U; (e} 1) C Oy
imply (15). The next step is to design a robust ‘controller
for each subsystem. The following decentralized controller
structure is proposed for each subsystem:

Tip =T, + T iy = U + M{(,C €Bg,  (16)

where i € R™, @i € R™, T} € , and M} €
R™i*%.+ are unknowns that need to be tuned and ¢;; =
k + ZZ* l;, where £ € N is a hyper-parameter. Then,
for subsystem ¢, it can be shown that the following linear
constraints are sufficient for tuning the control parameters:

[Am tT + Bm tMZ? Gaug] [Tf—&-l} t e Nh_l (173)
(17b)

RniXQi,t

= — aug _ -
Ajia@) + By + d; " = Tt € Ny_q.

If such parameters exist, Q; : = Z(z,T}) is the viable set,
0,+ = Z(u}, M}) is the action set, and (16) is the controller.

Intuitively, constraints (17a) and (17b) are set containment
constraints; (17b) adjusts the centers of the viable sets and
(17a) takes care of the set expansion at each step, such
that all the possible trajectories are contained within the
tube ;0,2 1, -, Qi p, Where h is the horizon, which is
set to hrz(p) in our problem. Additionally, the following
constraints are proposed to impose hard constraints:

Z(Z0,T)) C Xiy, Z(ah, M}) C Usy,t € Ny, (18)

It was demonstrated in [22] that zonotope and polytope
containment problems can be encoded into linear constraints.
Thus, all of the suggested constraints (15), (17), (18), and G,
for all subsystems and time steps may be merged to build a
centralized linear program to solve Problem 1. The objective
function is ad-hoc, but we recommend the mean square error
between the center line of viable/action sets and the nominal
trajectory/controllers generated by (7).

B. Compositional Computation of Decentralized Viable Sets

Despite the fact that the centralized solution presented at
the end of the preceding subsection is a linear program, it
still suffers from curse of dimensionality in high dimensions.
Nevertheless, it is demonstrated in [9] that the suggested
parameterization (14) allows for compositional computation
of viable sets in a time-efficient manner by transforming a
single, large linear program into a group of smaller linear
programs. We show that if the STL formula in Problem 1 is
separable by subsystems, we can also use the parameteriza-
tion to solve the same centralized approach in the previous
section in a compositional manner. Additionally, convergence
is ensured due to the convexity of the problem set.

Assumption 1: The STL formula in Problem 1 is separable
by the subsystems, meaning it can take the form ¢ = 1 A

.. \ ¢y, where i is the subsystem’s index.

In [9], we proposed a parametric potential function that
quantifies how far a set of contracts is from correctness. This
comes in contrast to the previously introduced correctness
property, which was either true or false. The larger the
parametric potential function, the farther the set of contracts
is from correctness, so the goal is to minimize the proposed
potential function. Here, the parametric potential function is
modified by including the containment constraints coming
from the STL formulas, as well as adding the sum of the
directed Hausdorff distances between the hard constraints
and the viable/action sets in (18) into the potential function.

Definition 4 (Parametric potential function): The
parametric potential function V(a®*!) is defined as

V(at) = 3iep Vi(a®™), where

Vi(at) = Z [dpr (X, Qi)+
tENL ()
dpa Ui, ©i) + dpa(Xie, Qiy) + dpr (Ui, ©i)]  (19)
Using the technique explained in Subsection IV-B, the sat-
isfaction of the STL formula ¢; for subsystem ¢ can be
encoded as a set of linear constraints denoted by G,,. Each
component of the parametric potential function V;(a¢*!) can
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be computed using these constraints and (17) by solving the
following linear program:

V()= min " [d+dil+ )

x¢, T ut ,M*

Jaf day ¥ ,di PE€Nmrz(p) tENp 2 (o)1
subject to

[Aii o T} + Bis oM, G] = [T{41],Yt € Nppo(o)—1 (20a)
Aii 4%+ Biigy + dYy = X0y, ¥ € Njyro(p)—1 (20b)
Z(ii7 Ttl) - Xl}t (O‘;T,t)) D Z<Oa dem)’ vt e NhT‘Z(Lp)

(20c)
Z(ﬁi7 MZ) - ui,t(aqift) D Z(Oa d?-[mz)v vt € Nhrz(up)—l

(20d)
Z(f{i, Ttl) - Xi,t D Z(Oa CifInJa vt € Nhrz(gp) (20e)

Z(ﬁiv Mtl) c Uiﬂf @ Z(O’ ngmi)7Vt € Nhrz(cp)—l (201)

ggpi , }—(6 — xﬁnitial (zog)
dy,di >0, Vt € Npo(p), (20h)
dy,dy >0, VYt € Npsip)-1- (20i)

Constraints (20a) and (20b) originate from (17). Also, the
STL satisfaction constraints and the initial state constraint
are added in (20g). The remaining constraints along with
the objective function compute an over-approximation for
the summation of the directed Hausdorff distance between
sets ;¢ and X; /X, and ©;, and U, /U, over all time
steps. This approach of computing the Directed Hausdorff
distance is inspired from [22].

Theorem 3 (Convexity of the potential function): The po-
tential function proposed above is convex with respect to the
parameters. The set of acceptable parameters (correct and
valid) is also a convex set.

Proof: As seen in (20), each component of the potential
function is a linear program, which makes V;(a**) a convex
and piecewise affine function (a sum of convex functions
is convex). Also, it is a well-known fact that the level
set of a convex function is a convex set, thus, the set of
acceptable parameters, which is equal to the zero level set
of the potential function, is also a convex set. |

The idea is to minimize the potential function using gradient
descent and iteratively update the parameters by a®** <
=37 o7 Vaest Vi(@"). Convergence to the global min-
imum is guaranteed because the proposed potential function
is convex. Each subsystem can find the direction that is best
for it (Vqeat V;(®®?)), using its own local information and
the common knowledge parameters, breaking the problem
down into many smaller linear programs. If the minimum
of the potential function is zero (by definition, the potential
function is always larger than zero), it indicates that both
the set of derived parametric contracts are correct and the
viable and actions sets are within hard constraints. Thus, the
desired control policies and viable sets are determined. Also,
the nominal trajectories and controllers derived from (7) can
be used as initial values for the center parameters in our
parameterized sets to give the gradient descent a warm start.

VI. CASE STUDY

We apply our method to the load-frequency problem in

u Julpower networks . network 1s made up of several areas,
[dy + d}]P ks [3]. A k is made up of 1

each with its own power generator and demands, and some of
them can be connected to each other to interchange power as
needed, depending on the network architecture. Each area’s
state is represented by a 2-dimensional vector [d; , fi,t]T,
where §;; € R is the deviation of the phase angle and
fir € R is the deviation of the frequency at time ¢ for
area ¢ € N. Also, u;; € R is the control input, which is
the amount of change from its nominal value in the power
generated by the generator at the area ¢ and time ¢. The
dy}lamic;{for each a}gea is given by 5Lt =27fis anfcé fzt =
,t p; Wit Pi p; Wit

T, + T, 2T, (X jen; Ksi;[0i,6—65.t]) T,
where K, K, ,;,T,, are the system gain, synchronizing
coefficient between area ¢ and j, and system model time
constant. In this case study, they are set to 110, 0.5, and 25,
respectively, for all areas. Also, w;; is the load disturbance
for area ¢ at time ¢, which is bounded by |w; .| < 0.001.
In addition, A; denotes the neighbours of area i. Here, we
consider the ring network architecture consisted of 20 areas.
Also, the control input is bounded by |u; (| < 0.1. We use
the Euler method to discretize the dynamics for every 0.1
unit of time. For all areas, the initial state is [0.1,0.1]7 and
the STL specification is ; = F(g 6/G|0,2)%1 AF[g 812, where
1 = [6; < 0.26]A[6; > 0.14)A[f; < —0.04] A[f; > —0.16]
and 1Py = [§; < 0.01] A [6; > —0.01] A [f; < 0.01] A [f; >
—0.01]. The goal is to synthesize decentralized controllers
for each area subject to the specifications. We set the horizon
to nine and synthesize the controllers using our approach.
The baseline parametric sets are selected to be the viable
and action sets generated from (17) while couplings to other
areas are ignored. The initial value of all parameters in the
distributed algorithm is one. We used Gurobi on a MacBook
Pro with 2.6 GHz 6-Core Intel Core i7 and 16 GB memory
to run the algorithm. The results are shown in Fig.1a, and
Fig.1b. It can be seen that any possible trajectory that passes
through the viable sets satisfies the STL specification and
at the same time all the implemented controllers satisfy the
hard constraint on the control input.

To demonstrate the approach’s scalability, we experi-
mented with various number of areas in the ring network
and reported the running time in Fig lc. The stated time
period includes only the time spent on second step, but not
on solving the MILP. That is because both distributed and
centralized approaches share the first step. Additionally, to
ensure that the solution exists for high-dimensional state
spaces, we consider a large bound for the controller(i.e.
luii| < 10). As predicted, the distributed approach has a
slower growth rate, making it more appropriate for the state
spaces larger than 40. Moreover, one of the primary benefits
of the distributed technique is that it may be calculated
in parallel. While we handled everything sequentially here,
if multiprocessing is employed, the stated time could be
reduced more depending on the number of cores used.

5230

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on December 26,2023 at 03:28:57 UTC from IEEE Xplore. Restrictions apply.



0.075 0075
0.050 0.050
(thano UEhooo

Y -002s

007 .

~0100

-0050

time step

(b)

1392

510088

2 01—
-

o
—+=7301

50
STATE SPACE DIMENSION

©

Fig. 1: (a) The green sets illustrate the viable sets for one of the areas in the case study. The blue and orange sets are
the set of states satisfying v); and 1), respectively. The red sets show the parameterized sets defined on the state space at
different time steps for this specific area (some of them are tightly close to the viable sets and are not visible). The black
line represents the trajectory traveled by this area. (b) Controllers for each area as time series. (c) Reported time in seconds
for the distributed and centralized approach for different state space dimensions.

VII. CONCLUSIONS

Control synthesis subject to both a STL formula and
a bounded disturbance is a computationally challenging
problem. To overcome this challenge, we propose a solution
which consists of two steps: First, we convert satisfaction of
the STL formula into a set containment problem. To handle
it, we consider the nominal system and use a centralized
MILP. We claim that for small enough disturbances, both
systems would have the same set of active predicates, which
are seen as bounds. Second, we synthesize controllers subject
to these bounds. Since the second step needs a set-based
calculation, it has a relatively higher computational cost and
thus creates a bottleneck for large scale systems. We show
that this step can be achieved in a compositional fashion
when the STL formula is separable by subsystems.
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