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#### Abstract

In this paper, we present a computational framework for automatic generation of provably correct control laws for planar robots in polygonal environments. Using polygon triangulation and discrete abstractions, we map continuous motion planning and control problems, specified in terms of triangles, to computationally inexpensive problems on finite-state-transition systems. In this framework, discrete planning algorithms in complex environments can be seamlessly linked to automatic generation of feedback control laws for robots with underactuation constraints and control bounds. We focus on fully actuated kinematic robots with velocity bounds and (underactuated) unicycles with forward and turning speed bounds.
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## I. Introduction

MOTION planning and control of robots in complex environments is a fundamental problem that has received a lot of attention. The vast literature on this topic can be roughly divided into two schools of thought. The first focuses on the complexity of the environment while assuming that the robot is fully actuated with no control bounds, and includes approaches based on roadmap methods such as Voronoi diagrams, visibility graphs, and freeway methods [23], potential fields [19], [23], navigation functions [20], cellular decompositions, probabilistic roadmaps [24], and hierarchical path [11] and task [12] planning. The other school of thought focuses on the detailed dynamics of the robot, assuming simple environments. Some of these approaches are differential geometric [21], some exploit concepts such as flatness [30], while others use input parameterizations [26], [34], or discontinuous control laws [3].

There has been interest recently in creating computational frameworks combining the discrete algorithms capturing the

[^0]complexity of the environment with the continuous approaches modeling the kinematics or dynamics of the robots. For example, in [33], Delaunay triangulations are used to discretize the environment, and cubic spline representations are employed to meet robot kinematic constraints. Generation of smooth curves with curvature guarantees is linked to a probabilistic roadmap planner in [22], while a sampling-based roadmap method that deals with nonholonomic constraints was developed in [8]. Polygonal partitions of planar environments followed by assignment of vector fields obtained as solutions of Laplace's equation in each of the regions were considered in [9].

In this paper, we bring ideas from formal analysis of hybrid systems (HSs) to build a framework in which solutions of discrete algorithms dealing with the complexity of the environment automatically generate provably correct robot-control laws. We first focus on point-like planar fully actuated robots with control bounds moving in polygonal environments, and then present an extension to unicycles with control bounds and negligible size. Task specifications given in terms of regions to be reached or avoided by the robot naturally induce a partition of the polygonal environment. In this paper, as in [31], we focus on triangulations, and use the quotients produced by such partitions (finite graphs) as a discrete framework for formulating and solving motion-planning problems. A motion plan is, therefore, a path in the graph that can be either explicitly specified, or can be determined as a solution of an optimal problem on the graph or of a temporal logic specification [32]. Other examples include solutions to discrete games. For example, in the visibility-based game presented in [15] and [16], the winning strategy of the pursuer is to randomly generate paths on this graph. The focus of this paper is not on producing a discrete solution, but rather on generating robot-control laws implementing such discrete specifications. To this goal, we construct two types of vector fields (feedback controllers) for each triangle: (I) vector fields driving all initial states in a triangle through an arbitrary facet in finite time, and (II) vector fields making the triangle an invariant. The resulting HS and the partition quotient satisfy an equivalence relation called bisimilarity [2], which is the general framework of equivalence between transition systems.

Motivated by [5] and [13], the focus of this paper is on affine vector fields, which are uniquely determined by their values at the vertices of a full-dimensional simplex in an arbitrarily dimensional Euclidean space, and whose restrictions to such simplices are convex combinations of the values at the vertices. Based on this property, and following the same lines of [13], we first derive necessary and sufficient conditions for the existence of controllers of type (I). We then derive equivalent conditions
for the existence of controllers of type (II), and conditions on the robot-control constraints for which any discrete specification can be executed. Finally, for a given discrete path, we give an algorithm for automatic construction of robot-control laws, which are as "smooth as possible."

Compared with the papers combining discrete with continuous path planning mentioned above, our approach has the advantage that it automatically generates provably correct robotcontrol laws, rather than a path that could be followed by the robot. In contrast with methods based on compositions of behaviors [6], in which the robot controls are derived as gradients of potentials, our method has the advantage of generating controls with guaranteed bounds. Among all the literature on robot planning and control, the work that is most closely related to this paper is [9], where the authors consider a polygonal partition of a planar configuration space, and assign vector fields in each polygon so that initial states in each polygon can only flow to a neighbor through the corresponding common facet. The vector fields are defined as gradients of scalar functions determined as solutions to Laplace's equation. Even though both approaches are motivated by the need for a framework for automatic robot deployment, the method in this paper seems suited for composition and computation. If the robot-control constraints are polyhedral, all the calculations consist of operations on polyhedral sets only, which is much cheaper than solving Laplace's equation. Moreover, given the vertices of a polygon, the triangulation and generation of provably correct feedback controllers implementing a high-level discrete strategy is fully automated in our framework.

The paper is structured as follows. In Section II, we formulate the problem, give the necessary definitions, and present our approach. The main results and the algorithms for automatic generation of vector fields mapping to discrete specifications are given in Sections III and IV. These results are then used in Section V to generate provably correct feedback-control laws for fully actuated kinematic robots and unicycles. Simulation results are shown in Section VI. The paper ends with concluding remarks and a brief exposition of future research directions in Section VII.

## II. Problem Formulation and Approach

We consider a fully actuated point like planar robot described by a control system of the form (see Remark 2 for extension to unicycles)

$$
\begin{equation*}
\dot{x}=u, \quad x \in \mathcal{P}, \quad u \in U \tag{1}
\end{equation*}
$$

where $x$ is the position of the robot in a given world frame restricted to a polygon $\mathcal{P}$, which does not change in time, i.e., the environment is static. This polygon can be complex, with a large number of vertices, and it can contain polygonal holes modeling obstacles or undesired regions in the environment. The set $U$ captures the control bounds, and it is assumed to be a convex subset of $\mathbb{R}^{2}$.

As is usually the case in practice when dealing with complex environments, we assume that the motion-planning task is "qualitatively" specified. Specifically, we are not interested in


Fig. 1. Triangulation of a planar polygon and the DG.
the exact position $x$ of the robot, but rather in deciding its inclusion in certain regions of interest. For example, in obstacle avoidance, we only need to make sure that the robot does not collide with obstacles of given geometry. Or, to win a visi-bility-based game, such as the one formulated in [15] and [16], the pursuer only needs to make sure that it is in the same triangle as the evader. Throughout this paper, we assume that these regions are triangles or unions of adjacent triangles. There are several supporting arguments for our choice. First, the problem of triangulating a polygon is well studied, and computationally efficient algorithms are available [28]. Second, as we will see later in the paper, triangles have special properties that can be exploited to map such qualitatively described tasks to discrete transition systems over a finite set of symbols, with automatic generation of provably correct robot-control laws.

We label each triangle using a finite set of symbols $L=$ $\left\{l_{1}, l_{2}, \ldots, l_{M}\right\}$, and use the notation $I\left(l_{i}\right) \subset \mathcal{P}$ to denote the region of $\mathcal{P}$ contained by triangle $l_{i}$, including its boundary. Clearly

$$
\begin{equation*}
\mathcal{P}=\bigcup_{l_{i} \in L} I\left(l_{i}\right) \tag{2}
\end{equation*}
$$

This idea is illustrated in Fig. 1, where the shaded polygons are forbidden regions in a task specification (e.g., obstacles), and the triangulation is achieved by a maximal set of nonintersecting diagonals [28].

Definition 1 (Dual Graph): The dual graph (DG) of a triangulation is a graph

$$
\begin{equation*}
\mathrm{DG}=(L, t) \tag{3}
\end{equation*}
$$

whose nodes $L=\left\{l_{1}, l_{2}, \ldots, l_{M}\right\}$ correspond to the symbols used for labeling the triangles, and the edge set $t \subset L \times L$ denotes a symmetric adjacency relation between the corresponding triangles.

The DG defined by (3) serves as our discrete modeling abstraction for algorithmic motion planning, with specifications given in terms of sets. Its nodes can be seen as "qualitative" robot states, while its edges model state transitions. More formally, the task specifications are given in the language of the DG.

Definition 2 (Language of Dual Graph): The language $\mathcal{L}(\mathrm{DG})$ of DG is the set of all strings $\left(l_{i_{1}}, l_{i_{2}}, \ldots, l_{i_{m}}\right), l_{i_{j}} \in$ $L, i_{j} \in\{1, \ldots, M\}, j=1, \ldots, m$, with $\left(l_{i_{j}}, l_{i_{j+1}}\right) \in t, j=$ $1, \ldots, m-1$.

The high-level specifications given in terms of strings in the language of the DG are determined at a higher hierarchical level, which is beyond the scope of this paper. The focus of this paper is not on determining such strings in the language $\mathcal{L}(D G)$, but rather on creating a computationally efficient and provably correct framework in which a given string is automatically translated to robot-control laws. More formally, we provide a solution to the following problem.

Problem 1: Construct a set $\mathcal{U}$ of state feedback controllers so that, for any string $\left(l_{i_{1}}, l_{i_{2}}, \ldots, l_{i_{m}}\right) \in \mathcal{L}(\mathrm{DG})$, there exists $u \in \mathcal{U}$ driving the robot (1) from any initial state $x_{0} \in I\left(l_{i_{1}}\right)$ through the regions $I\left(l_{i_{1}}\right), I\left(l_{i_{2}}\right), \ldots, I\left(l_{i_{m}}\right)$ in finite time, and stays in $I\left(l_{i_{m}}\right)$ for all future times.

In other words, if a solution to Problem 1 exists, then the robot can automatically achieve any discrete specification in the language $\mathcal{L}(\mathrm{DG})$. The set $\mathcal{U}$ will contain two types of controllers: (I) feedback controllers driving the robot from any initial state $x_{0} \in I(l)$ to $I\left(l^{\prime}\right)$ in finite time, for any $l^{\prime} \in L$ with $\left(l, l^{\prime}\right) \in t$; and (II) feedback controllers driving the robot so that it stays in $I(l)$ for all times, for all initial states $x_{0} \in$ $I(l)$, and for all $l \in L$. Indeed, it is easy to see any string $\left(l_{i_{1}}, l_{i_{2}}, \ldots, l_{i_{m}}\right)$ can be implemented by using controllers of type (I) for $\left(l_{i_{1}}, l_{i_{2}}\right),\left(l_{i_{2}}, l_{i_{3}}\right), \ldots,\left(l_{i_{m-1}}, l_{i_{m}}\right)$, and a controller of type (II) for $l_{i_{m}}$. On the other hand, we need controllers of types (I) and (II) to implement all strings of length two and one, respectively.

We provide a solution to Problem 1 by constructing vector fields in the polygon $\mathcal{P}$. We construct a set of (maximum) four vector fields for each triangle: one that makes the triangle an invariant, which will lead to a controller of type (II), and (maximum) three that drive all initial states in the triangle to each of its neighbors, which will lead to controllers of type (I). The natural framework for representing such a construction is that of hybrid systems, and is presented below. A more general definition of a HS can be found in [1].

Definition 3 (Hybrid System): An HS is a tuple

$$
\begin{equation*}
\mathrm{HS}=(\mathcal{P}, \mathcal{Q}, \mathrm{Inv}, f, T, O) \tag{4}
\end{equation*}
$$

where

- $\mathcal{P}$ is its (polygonal) continuous state space (2). $x \in \mathcal{P}$ is called continuous state.
- $\mathcal{Q}$ is its finite set of locations defined by
$\mathcal{Q}=\left\{q_{i j} \mid i, j=1, \ldots, M\right.$, and $i=j$ or $\left.\left(l_{i}, l_{j}\right) \in t\right\}$.
$q_{i j} \in \mathcal{Q}$ are called discrete states, or locations. The overall state of the system is, therefore, $\left(q_{i j}, x\right) \in \mathcal{Q} \times \mathcal{P}$.
- Inv : $\mathcal{Q} \rightarrow 2^{\mathcal{P}}$ is a map which assigns to each discrete state $q_{i j} \in \mathcal{Q}$ an invariant set defined by

$$
\begin{equation*}
\operatorname{Inv}\left(q_{i j}\right)=I\left(l_{i}\right) \tag{6}
\end{equation*}
$$

$-f: \mathcal{Q} \rightarrow(\mathcal{P} \rightarrow T \mathcal{P})$ is a mapping that specifies the continuous flow (vector field) in each location $q_{i j} . f_{q_{i i}}$ keeps the system in the triangle $I\left(l_{i}\right)$ for all times. $f_{q_{i j}}$, with $i, j$ so that $\left(l_{i}, l_{j}\right) \in t$, drives all initial continuous states
$x \in I\left(l_{i}\right)$ to $I\left(l_{j}\right)$ in finite time through the common boundary $I\left(l_{i}\right) \bigcap I\left(l_{j}\right)$.

- $O: \mathcal{Q} \times \mathcal{P} \rightarrow L$ is an output map defined as

$$
\begin{equation*}
O\left(q_{i j}, x\right)=l_{i}, \quad q_{i j} \in \mathcal{Q}, \quad x \in \mathcal{P} \tag{7}
\end{equation*}
$$

Note that the number of discrete states (locations) of the HS defined above is $|\mathcal{Q}|=|L|+|t|$, where $|\cdot|$ denotes the cardinality of a set. According to the above definition, while in location $q_{i j} \in \mathcal{Q}$, the system evolves according to

$$
\begin{equation*}
\dot{x}=f_{q_{i j}}(x), \quad x \in \operatorname{Inv}\left(q_{i j}\right) \tag{8}
\end{equation*}
$$

and outputs $l_{i}$. Similar to DG, the language of HS is defined as the set of discrete states (triangles) reached by the system.
Definition 4 (Language of Hybrid System): The language $\mathcal{L}(\mathrm{HS})$ of HS is the set of all strings produced by the output map $O$ as HS evolves in time.
It is easy to see that an HS satisfying Definition 3 produces the same language as DG, i.e., they are language-equivalent.

Remark 1: HS and DG defined above satisfy a stronger notion of equivalence, called bisimilarity [14], [29], which implies language equivalence. In these papers, a continuous system or HS is iteratively partitioned until it becomes equivalent with its discrete quotient induced by the partition with respect to reachability properties. In this paper, motivated by robotic motion planning, we consider the inverse problem. Given a set of discrete states and allowed transitions in the form of a DG, we construct a bisimilar HS. Such a system can match any string and provides a framework in which such strings can be composed, as necessary, for example, in the implementation of a discrete game [16].

The main challenge in constructing a solution to our problem is designing vector fields satisfying Definition 3 of HS. In this paper, we restrict our attention to affine vector fields bounded in convex sets

$$
\begin{equation*}
f_{q_{i j}}(x)=A_{q_{i j}} x+b_{q_{i j}} \in U, \quad x \in \operatorname{Inv}\left(q_{i j}\right), \quad q_{i j} \in \mathcal{Q} \tag{9}
\end{equation*}
$$

where $A_{q_{i j}} \in \mathbb{R}^{2 \times 2}, b_{q_{i j}} \in \mathbb{R}^{2}$, and $U \subseteq \mathbb{R}^{2}$ is an arbitrary convex set. For this class of systems, which we call triangular affine HSs, we show in Section III that there is a simple and computationally efficient method for characterization of existence and explicit construction of the desired HS. If requirements such as smoothness of the produced control laws over several triangles or minimization of time spent traversing a set of triangles are required, then the algorithm is refined to produce a corresponding solution satisfying the additional requirements in Section IV.
Remark 2: Problem 1 can be extended to underactuated systems such as unicycles with control bounds and negligible size, by first solving a feedback-linearization problem for a wisely chosen point $x$ on the robot, and by using the above procedure for this point (see Section V). Also, with a bit of extra work and conservatism, fully actuated robots or unicycles with considerable size can be accommodated in this framework. Intuitively, the procedure would consists of three steps: 1) include the robot in a nonrotating polytope by applying all possible rotations around the reference point $x ; 2$ ) reduce the polytope to the point $x$ by shrinking the environment and enlarging the obstacles; and 3) solve the problem as described in this section for $x$.

## III. Triangular Affine Hybrid Systems

In this section, we provide necessary and sufficient conditions for the existence of a solution to Problem 1 in the case when the feedback controllers are restricted to be affine. This is equivalent with the existence of an HS (4) that is language-equivalent with the DG (3). To this goal, we characterize all affine vector fields driving all initial states in a triangle through a facet in finite time, or keeping all initial states in a triangle forever. We also provide simple formulas for the construction of such vector fields, which leads to the construction of the triangular affine HS (4), (9). The results are presented for arbitrarily dimensional simplices. To construct affine vector fields in triangles, we use the two-dimensional (2-D) case, when the simplex is a triangle. To achieve smoothness of trajectories as described in Section IV, we use the 1-D case, when the triangle becomes a line segment.

Some of the results in this section are restatements from [5] and [13]. Specifically, Lemma 1 is an adaptation from [13], which is more suited for computation. A version of Proposition 2 for control systems with affine drift and constant control directions can be found in [13], and Proposition 3 is also stated in [5].

## A. Affine Functions in Simplices

This section presents an interesting property of an affine function defined in a simplex. It is uniquely determined by its values at the vertices of the simplex, and its restriction to the simplex is a convex combination of these values.

Let $N \in \mathbb{N}$, and consider $N+1$ affinely independent points $v_{1}, \ldots, v_{N+1}$ in the Euclidean space $\mathbb{R}^{N}$, i.e., there exists no hyperplane of $\mathbb{R}^{N}$ containing $v_{1}, \ldots, v_{N+1}$. Then the simplex $S_{N}$ with vertices $v_{1}, \ldots, v_{N+1}$ is defined as the convex hull of $v_{1}, \ldots, v_{N+1}$

$$
\begin{equation*}
S_{N}=\left\{x \in \mathbb{R}^{N} \mid x=\sum_{i=1}^{N+1} \lambda_{i} v_{i}, \sum_{i=1}^{N+1} \lambda_{i}=1, \lambda_{i} \geq 0\right\} \tag{10}
\end{equation*}
$$

For $i \in\{1, \ldots, N+1\}$, the convex hull of $\left\{v_{1}, \ldots, v_{N+1}\right\} \backslash$ $\left\{v_{i}\right\}$ is a facet of $S_{N}$ and is denoted by $F_{i}$. Let $n_{i}$ denote the corresponding unit outer normal vector.

For $r \in \mathbb{N}$, let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{r}$ be an arbitrary affine function

$$
\begin{equation*}
f(x)=A x+b \tag{11}
\end{equation*}
$$

with $A \in \mathbb{R}^{r \times N}$ and $b \in \mathbb{R}^{r}$. Then we have the following lemma [5], [13].

Lemma 1: The affine function (11) is uniquely determined by its values $f\left(v_{i}\right)=g_{i}, i=1, \ldots, N+1$ at the vertices of $S_{N}$. Moreover, the restriction of $f$ to $S_{N}$ is a convex combination of its values at the vertices, and is given by

$$
f(x)=G W^{-1}\left[\begin{array}{l}
x  \tag{12}\\
1
\end{array}\right], \quad x \in S_{N}
$$

where

$$
\begin{align*}
G & =\left[\begin{array}{lll}
g_{1} & \cdots & g_{N+1}
\end{array}\right]  \tag{13}\\
W & =\left[\begin{array}{ccc}
v_{1} & \cdots & v_{N+1} \\
1 & \cdots & 1
\end{array}\right] \tag{14}
\end{align*}
$$

are $r \times(N+1)$ and $(N+1) \times(N+1)$ real matrices.
Remark 3: Note that the restriction of an affine function $f$ to a facet $F_{i}$ of $S_{N}$ (i.e., $F_{i}$ itself is a simplex in $\mathbb{R}^{N-1}$ ) is affine,
and for any $x \in F_{i}, f(x)$ is a convex combination of the values of $f$ at the vertices of $F_{i}$.

Proposition 1: Let $w \in \mathbb{R}^{r}$ and $d \in \mathbb{R}$. Then $w^{T} f(x)>$ $d$ everywhere in $S_{N}$, if and only if (iff) $w^{T} f\left(v_{i}\right)>d, i=$ $1, \ldots, N+1$.

Proof: The necessity follows immediately from the fact that the vertices $v_{1}, \ldots, v_{N+1}$ belong to $S_{N}$. For sufficiency, for any $x \in S_{N}$ we have

$$
\begin{aligned}
w^{T} f(x) & =w^{T} f\left(\sum_{i=1}^{N+1} \lambda_{i} v_{i}\right) \\
& =w^{T} \sum_{i=1}^{N+1} \lambda_{i} f\left(v_{i}\right) \sum_{i=1}^{N+1} \lambda_{i} w^{T} f\left(v_{i}\right) \\
& >d \sum_{i=1}^{N+1} \lambda_{i}=d
\end{aligned}
$$

It is easy to see that the result of Proposition 1 remains valid if $>$ is replaced by $\geq,=,<, \leq$. Also, it is obvious that Proposition 1 remains valid if $f$ is restricted to a facet $F_{i}$.

## B. Affine Feedback-Control Laws in Simplices

In this section, we use the properties of affine functions presented above to completely describe the set of all affine vector fields with polyhedral bounds driving all initial states in a simplex through a desired facet in finite time, or making the simplex an invariant. We restrict our attention to affine functions (11) with $r=N$ defined on a simplex $S_{N}$ and with values in a convex subset $U$ of $\mathbb{R}^{N}$, i.e., to affine vector fields

$$
\begin{equation*}
\dot{x}=f(x), \quad f: S_{N} \rightarrow U \subseteq \mathbb{R}^{N}, \quad f(x)=A x+b \tag{15}
\end{equation*}
$$

where $A \in \mathbb{R}^{N \times N}$ and $b \in \mathbb{R}^{N}$. As stated before, if the vector field $f$ is known at the vertices $\left(f\left(v_{i}\right)=g_{i}, i=1, \ldots, N+1\right)$, then in (15), $A$ is the matrix obtained by selecting the first $N$ columns of $G W^{-1}$, while $b$ is the last column of $G W^{-1}$, i.e.,

$$
\begin{equation*}
G W^{-1}=[A \mid b] \tag{16}
\end{equation*}
$$

where $G$ and $W$ are given by (13) and (14), respectively.
Proposition 2 below gives a characterization of all affine vector fields driving all initial states in a simplex through a facet in finite time. Without restricting the generality of the problem, we assume that the exit facet is $F_{1}$.

Proposition 2 (Exit Through a Facet): There exists an affine vector field (15) driving all initial states in the simplex $S_{N}$ through the facet $F_{1}$ in finite time, iff the convex sets $V_{j}^{e}, j=1, \ldots, N+1$ are nonempty, where

$$
\begin{align*}
V_{1}^{e} & =U \bigcap \bar{V}_{1}^{e}  \tag{17}\\
V_{j}^{e} & =U \bigcap \bar{V}_{j}^{e}, \quad j=2, \ldots, N+1 \tag{18}
\end{align*}
$$

with

$$
\begin{align*}
& \bar{V}_{1}^{e}=\left\{g \in \mathbb{R}^{N} \mid n_{j}^{T} g \leq 0, j=2, \ldots,\right. \\
&  \tag{19}\\
& \bar{V}_{j}^{e}=\left\{g \in \mathbb{R}^{N} \mid n_{k}^{T} g \leq 0, k=2, \ldots, \quad N+1, \quad k \neq j\right.  \tag{20}\\
&\text { and } \left.n_{1}^{T} g>0\right\}
\end{align*}
$$

Proof: The proof is given in the Appendix.


Fig. 2. When $N=2$, the simplex defined by (10) is a triangle (a). For this example, the sets $V_{1}, V_{2}$, and $V_{3}$ from Propositions 2 and 3 are the portions of cones shown in (b) and (c), respectively. $V_{1}^{e}$ corresponds to the interior angle of the triangle at $v_{1}$, while $V_{2}^{e}$ and $V_{3}^{e}$ correspond to exterior angles at $v_{2}$ and $v_{3}$. $V_{1}^{s}, V_{2}^{s}$, and $V_{3}^{s}$ correspond to interior angles at $v_{1}, v_{2}$, and $v_{3}$, respectively. The bounding polygon represents the (polyhedral) set $U$ as in (15).

Remark 4: The conditions of Proposition 2 guarantee that the trajectories of (15) leave the simplex $S_{N}$ through $F_{1}$ the first time they hit $F_{1}$.

The following proposition characterizes all affine vector fields for which the simplex is an invariant.

Proposition 3 (Stay Inside a Simplex): There exists an affine vector field (15) on $S_{N}$ whose trajectories never leave $S_{N}$, iff the convex sets $V_{j}^{s}, j=1, \ldots, N+1$ are nonempty, where

$$
\begin{equation*}
V_{j}^{s}=U \bigcap \bar{V}_{j}^{s}, \quad j=1, \ldots, N+1 \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{V}_{j}^{s}=\left\{g \in \mathbb{R}^{N} \mid n_{i}^{T} g \leq 0, \quad i=1, \ldots, N+1, i \neq j\right\} \tag{22}
\end{equation*}
$$

Proof: The proof is a simpler version of that given for Proposition 2, and it is omitted.

Remark 5: The nonemptiness conditions in Propositions 2 and 3 are decoupled, i.e., $V_{k}^{e}$ and $V_{k}^{s}$ depend only on $g_{k}, k=$ $1, \ldots, N+1$. If one of the sets from Propositions 2 and 3 is empty, then there is no affine vector field in $S_{N}$ satisfying the corresponding property. If they are all nonempty, then any choice of $g_{i} \in V_{i}^{e, s}, i=1, \ldots, N+1$ will give a valid [i.e., bounded, as in (15)] affine vector field by formula (12).

Intuitively, the conditions of Proposition 2 state that the vector field at vertex $v_{1}$, which is opposite to exit facet $F_{1}$, should have a positive projection along the outer normal $n_{1}$ of facet $F_{1}$, and should point "inward" with respect to all the other facets $F_{2}, \ldots, F_{N+1}$. Proposition 3 states that at all vertices, the vector field should point inward with respect to all facets containing the vertex. An illustrative description of the sets $V_{k}^{e}$ and $V_{k}^{s}$ from Propositions 2 and 3 is given in Fig. 2 for the particular case of $N=2$, when the simplex becomes a triangle.

Remark 6: If $U$ is polyhedral, i.e., described by a set of linear inequalities, then the sets $V_{k}^{e}$ and $V_{k}^{s}, k=1, \ldots, N+1$ are all polyhedral, and checking their nonemptiness can be achieved using packages for polyhedra [18].

Proposition 4: 1) The sets $\bar{V}_{i}^{e}, i=1, \ldots, N+1$ have a nonempty intersection with any open neighborhood of the origin in $\mathbb{R}^{N}$. 2) The intersection of any two sets $\bar{V}_{i}^{s}, i=1, \ldots, N+1$ is the origin of $\mathbb{R}^{N}$.

Proof: The proof is given in the Appendix.
Proposition 5 (Constant Vector Fields): 1) There exists a constant vector field (15) satisfying the requirements of Proposition 2, iff $V_{1}^{e}$ is nonempty. 2) There is no nonzero constant vector field (15) satisfying the requirements of Proposition 3.

Proof: There exists a constant vector field satisfying the requirements of Propositions 2 or 3 iff $\bigcap_{i=1, \ldots, N+1} V_{i}^{e} \neq \emptyset$ or $\bigcap_{i=1, \ldots, N+1} V_{i}^{s} \neq \emptyset$, respectively. Indeed, $f(x)=g$, where $g$ is an arbitrary element from the intersection, solves the problems. This being said, 1) follows immediately from the observation that $V_{1}^{e} \subseteq V_{j}^{e}$, for all $j=2, \ldots, N+1$, and 2 ) is an obvious consequence of Proposition 4 2).

Therefore, as expected, there will never exist a nonzero constant vector field keeping system (15) inside the simplex for all times. See Fig. 2 for an illustration of these ideas for the particular case of $N=2$, i.e., the simplices are triangles.

Proposition 6: 1) There exists a solution to Proposition 2 for an arbitrary simplex iff $U$ contains an open neighborhood of the origin in $\mathbb{R}^{N}$. 2) There exists a solution to Proposition 3 for an arbitrary simplex iff $U$ contains the origin in $\mathbb{R}^{N}$.

Proof: The sufficiency for 1) is immediate from Proposition 4 1). For the sufficiency of 2), if $U$ contains the origin, then all sets $V_{i}^{s}$ contain it, so the zero vector field solves Proposition 3. For necessity, assume by contradiction that $U$ does not contain the origin, not even on the boundaries. Since $U$ is convex, there exists a hyperplane, say $H$, passing through the origin, which leaves $U$ on one side. Consider a simplex with facet $F_{1}$ contained in $H$ and outer normal $n_{1}$ oriented on the opposite side of $U$. For such a simplex, all sets $V_{k}^{e}, k=1, \ldots, N+1$ are empty, because they are all contained in $\left\{g \in \mathbb{R}^{N} \mid n_{1}^{T} g>0\right\}$, which has an empty intersection with $U$. This contradicts that there is a solution to Proposition 2, and 1) is proved. If we now consider a simplex whose facet $F_{1}$ is contained in $H$ with outer normal $n_{1}$ oriented toward the hyperspace containing $U$, then all the sets $V_{k}^{s}, k=2, \ldots, N+1$ are empty, because they are all contained in $\left\{g \in \mathbb{R}^{N} \mid n_{1}^{T} g \leq 0\right\}$, which has an empty intersection with $U$. This contradicts that there is a solution to Proposition 3, and 2) is proved.

## C. Construction of Triangular Affine Hybrid Systems

For the particular case of $N=2$, Proposition 6 leads to the following corollary, which is the main result of this paper.

Corollary 1: For an arbitrary triangulation of a polygon $\mathcal{P}$ (2), there exists an HS (4) with affine vector fields (9) producing the same language as the corresponding DG , i.e., $\mathcal{L}(\mathrm{HS})=$ $\mathcal{L}(\mathrm{DG})$, iff the convex set $U$ giving the bounds of the vector fields contains an open neighborhood of the origin in $\mathbb{R}^{2}$.

Note that if the condition of Corollary 1 is satisfied, then for each location $q_{i j} \in \mathcal{Q}$, there exists a whole set of vector fields $f_{q_{i i}}$ keeping the system in the triangle $I\left(l_{i}\right)$. Each choice of $g_{k} \in$ $V_{k}^{s}$ given in Proposition 3 will lead to a different vector field in
$I\left(l_{i}\right)$ according to (15). Similarly, for each location $q_{i j}$ there exists a whole set of vector fields $f_{q_{i j}}$ driving the system from triangle $I\left(l_{i}\right)$ to its neighbor $I\left(l_{j}\right)$, and each choice of $g_{k} \in V_{k}^{e}$, as in Proposition 2, will lead to a different vector field in $I\left(l_{i}\right)$ according to (15).

In the next section, we present an algorithm for automatic generation of unique vector fields implementing an arbitrary string in the language $\mathcal{L}(D G)$.

## IV. Algorithmic Generation of Vector Fields

In this section, we will use the extra degrees of freedom present in the characterization of the vector fields in Corollary 1 to guarantee smoothness of the produced trajectories, if possible, and minimize the time required for the accomplishment of a task specified in terms of a fixed but arbitrary string $\left(l_{i_{1}}, l_{i_{2}}, \ldots, l_{i_{m}}\right) \in \mathcal{L}(\mathrm{DG})$.

To simplify the notation and without restricting the generality, assume that a fixed but arbitrary string in $\mathcal{L}(D G)$ is denoted by $\left(l_{1}, l_{2}, \ldots, l_{m}\right)$. To execute it, from the HS, we need to select the locations $q_{12}, q_{23}, \ldots, q_{(m-1) m}, q_{m m}$. Any of the corresponding vector fields $f_{q_{12}}, f_{q_{23}}, \ldots, f_{q_{(m-1) m}}, f_{q_{m m}}$ will definitely accomplish the task, as discussed in the previous section. However, even though the produced trajectories will be smooth inside each triangle, this property will, in general, be lost when transiting between adjacent triangles. Smoothness of trajectories is guaranteed everywhere in $\bigcup_{i=1}^{m} I\left(l_{i}\right)$ iff the vector fields $f_{q_{(i-1) i}}, f_{q_{i(i+1)}}$ match on the separating facet $I\left(l_{i-1}\right) \bigcap I\left(l_{i}\right)$ for all $i=2, \ldots, m-1$, and the vector fields $f_{q_{(m-1) m}}, f_{q_{m m}}$ match on $I\left(l_{m-1}\right) \bigcap I\left(l_{m}\right)$. This guarantees the continuity of the vector field everywhere in $\bigcup_{i=1}^{m} I\left(l_{i}\right)$, and therefore, the produced trajectories are $C^{1}$ (differentiable with continuous derivatives), or smooth. Using Lemma 1, and noting that the separating facets are $S_{1}$ triangles (or line segments), the matching condition everywhere on a separating facet is satisfied if and only it is satisfied at the vertices. This implies that matching can be achieved for a whole sequence iff all the polyhedral sets obtained as solutions of Propositions 2 or 3 for a given point, which can be a vertex of several triangles, have a nonempty intersection.

In what follows, we present an algorithm that takes as input a set of points and a relation assigning these points to a sequence of pairwise adjacent triangles, and outputs a set of vector fields guaranteeing smoothness of the corresponding trajectories in as large as possible subsequences of triangles. Let $p_{1}, \ldots, p_{m+2} \in \mathbb{R}^{2}$ denote the coordinates of the vertices of triangles $I\left(l_{1}\right), \ldots, I\left(l_{m}\right)$ in a reference frame $\{F\}$. Let $\mathcal{A} \subset\{1, \ldots, m+2\} \times\{1, \ldots, m\} \times\{1,2,3\}$ be a relation describing the assignment of the points $p_{1}, \ldots, p_{m+2} \in \mathbb{R}^{2}$ as vertices of the triangles $I\left(l_{1}\right), \ldots, I\left(l_{m}\right)$ with the following significance: $(i, j, k) \in \mathcal{A}$ means that $p_{i}$ is a vertex of triangle $I\left(l_{j}\right)$ with rank $k$, which we denote by $v_{k}^{j}$. The rank $k, k=1,2,3$ of a vertex $v_{k}^{j}$ of triangle $I\left(l_{j}\right)$ is defined as follows. The vertex of rank $1\left(v_{1}^{j}\right)$ of triangle $I\left(l_{j}\right), j=1, \ldots, m-1$ is not a vertex of $I\left(l_{j+1}\right)$. For $I\left(l_{m}\right)$, the vertex of rank $1\left(v_{1}^{m}\right)$ does not belong to triangle $I\left(l_{m-1}\right)$. Ranks 2 and $3\left(v_{2}^{j}\right.$ and $\left.v_{3}^{j}\right)$ are defined so that if $\left(i_{1}, j, 1\right),\left(i_{2}, j, 2\right),\left(i_{3}, j, 3\right) \in \mathcal{A}$, then $p_{i_{1}}, p_{i_{2}}$, and $p_{i_{3}}$ are coordinates of vertices of triangle $I\left(l_{j}\right)$ in


Fig. 3. Examples of adjacent triangle sequences. (a) and (b) show an example where the matching condition can be satisfied. (c) and (d) illustrate a situation when matching is not possible.
counterclockwise order. See Fig. 3(a) and (c) for two examples of point-vertex assignment using the notation described above. Corresponding to this assignment of vertices, for each triangle $I\left(l_{j}\right), j=1, \ldots, m$, we define three facets $F_{k}^{j}$ with outer normals $n_{k}^{j}$, where $F_{k}^{j}$ is the facet opposite to vertex $v_{k}^{j}$ of triangle $I\left(l_{j}\right), k=1,2,3$.

In what follows, we assume that the set $U$ is polyhedral. This will allow for the development of a computationally efficient algorithm based only on polyhedral operations. In general, if $U$ is not polyhedral, one can start with a polyhedral underapproximation. Let $P_{i}, i=1, \ldots, m+2$ denote the polyhedral set for point $p_{i}$, and $V_{k}^{j}$ the polyhedral set obtained by applying Propositions 2 or 3 to the vertex $v_{k}^{j}$ of triangle $I\left(l_{j}\right)$. In Table I, we present an algorithm that takes as input the set of coordinates $\left\{p_{1}, \ldots, p_{m+2}\right\}$ and the triangle-vertex relation $\mathcal{A}$, and returns the maximal subsequence $\left\{1, \ldots, j_{1}\right\}$ of triangle indexes for which matching conditions can be satisfied, i.e., smooth trajectories can be achieved. The main idea is that the triangles are visited in the given order, starting from $j=1$, and restrictions $V_{k}^{j}$ are added to sets $P_{i}$ corresponding to the points $p_{i}$, which act as vertices $v_{k}^{j}$ corresponding to Propositions 2 or 3 . When, in a given triangle $j$, the set $P_{i}$ corresponding to a point becomes empty, then we stop, set $j_{1}=j$, and keep the nonempty sets $P_{i}$ from the previous step, which guarantees that smooth trajectories bring all initial conditions from triangle $I\left(l_{1}\right)$ to $I\left(l_{j_{1}}\right)$ in finite time. Then the algorithm can be reiterated, starting from $j_{1}$, to produce another subsequence, and finally provide a solution to Problem 1 with a minimum number of subsequences. Of course, at the facet separating $I\left(l_{j_{1}}\right)$ and $I\left(l_{j_{1}+1}\right)$, the vector field will be discontinuous.

There are two important points we need to make with regard to the matching condition. First, as stated in Proposition 5, if Proposition 2 is used in just one triangle, and the constraint set $U$ is such that the sets $V_{1}^{e}, V_{2}^{e}$, and $V_{3}^{e}$ are nonempty, then it is

TABLE I
Algorithm for Determining a Maximal Sequence of Triangles for Which Smooth Trajectories Can be Generated

```
Determine maximal smooth subsequence ( \(p_{1}, p_{2}, \ldots, p_{m+2}, \mathcal{A}\) )
    \(P_{i} \leftarrow \mathbb{R}^{2}\), for all \(i=1, \ldots, m+2\) (* initialize polyhedral sets for all points \({ }^{*}\) )
    \(j \leftarrow 1\) (* start with first triangle *)
    while \(P_{i}\) is nonempty, for all \(i=1, \ldots, m+2\)
        \(v_{k}^{j} \leftarrow p_{i}\), for all \((i, j, k) \in \mathcal{A}\) (* identify the vertices of triangle \(j{ }^{*}\) )
        if \(j=m\) ( \({ }^{*}\) last triangle \({ }^{*}\) )
            apply Proposition 3 in triangle \(j\) with vertices \(v_{k}^{j}\) to obtain \(V_{k}^{j}, k=1,2,3\)
        else (* not last triangle *)
            apply Proposition 2 in triangle \(j\) with vertices \(v_{k}^{j}\) to obtain \(V_{k}^{j}, k=1,2,3\)
        endif
        \(P_{i} \leftarrow P_{i} \cap V_{k}^{j}\), for all \((i, j, k) \in \mathcal{A}\) (* update allowed polyhedral sets for \(p_{i}\) 's which are vertices of triangle \(\left.j{ }^{*}\right)\)
        \(j \leftarrow j+1\) (* move to the next triangle \({ }^{*}\) )
    endwhile
    \(S \leftarrow\{1,2, \ldots, j-1\}\) (* sequence of triangles for which smooth trajectories can be designed *)
    (* \(P_{i},(i, j, k) \in \mathcal{A}, j \in S\) are nonempty polyhedral sets for the points which are vertices
    of the triangles in sequence \(S^{*}\) )
    Construction of continuous vector fields ( \(S\) )
    for all \(i\) so that \((i, j, k) \in \mathcal{A}\) and \(j \in S\) do
        \(c_{i} \leftarrow \sum_{j \in S,(i, j, k) \in \mathcal{A}} n_{1}^{j}\) (* sum of all outer normals to exit facets to which \(p_{i}\) is a vertex *)
        the velocity \(g_{i}\) at \(p_{i}\) is the solution to the following LP: \(\max _{g_{i}} c_{i}^{T} g_{i}, g_{i} \in P_{i}\)
    endfor
    for all \(j \in S\) do
        using (12) construct \(f_{q_{j(j+1)}}(x)\) so that \(f_{q_{j(j+1)}}\left(v_{k}^{j}\right)=g_{i},(i, j, k) \in \mathcal{A}\)
    endfor
```

always possible to construct a constant vector field solving the problem, based on the fact that $V_{1}^{e} \subset V_{2}^{e}$ and $V_{1} \subset V_{3}^{e}$ always. However, if matching is desired with subsequent triangles in a sequence, then the inclusion above might not be valid anymore, and affine feedback controllers with explicit state dependence are necessary. A graphical illustration of this idea is given in Fig. 3(a) and (b), where point $p_{3}$ is a vertex of rank 3 in $I\left(l_{1}\right)$, and of rank 1 in $I\left(l_{2}\right)$. If just the problem of reaching facet $F_{1}^{1}$ of $I\left(l_{1}\right)$ was considered, then $V_{1}^{1} \subset V_{3}^{1}$. However, if matching is required for the sequence $I\left(l_{1}\right), I\left(l_{2}\right), I\left(l_{3}\right)$, then the allowed set of $p_{3}$ is $P_{3}=V_{3}^{1} \bigcap V_{1}^{2}$, which has an empty intersection with $P_{1}$. Therefore, the affine vector field $f_{q_{12}}$ in $I\left(l_{1}\right)$ cannot be chosen constant anymore.
Second, for the particular case of triangles in plane that we consider in this paper, there is a simple geometrical interpretation of the matching condition. It is violated iff there exists a sequence of adjacent triangles which "rotates" around a common vertex with more than $\pi$. See Fig. 3(c) and (d) for a graphical illustration of such a situation.

To minimize the time spent on the produced trajectories, from the polyhedral sets $P_{i}$ corresponding to each point $p_{i}$ in a subsequence where the matching condition is satisfied, we select a velocity vector which has a maximum projection along a weighted sum of all outward normals of all exit facets of which the point is a vertex. This problem is a linear program (LP), and has a unique solution. A lower bound for the projection of velocity at vertices along a constant vector is a lower bound for the projection of the affine vector field everywhere in the triangle, by the convexity property of Lemma 1. The algorithm shown in Table I also returns the corresponding vector fields which guarantee smoothness of trajectories in the subsequence and maximization of speed.

Remark 7 (Computational Issues): The algorithmic framework for generation of provably correct vector fields in a polyg-
onal environment involves two steps: triangulation and generation of vector fields. The triangulation procedure is computationally inexpensive. A simply connected polygon can be triangulated in $O(n)$ time, where $n$ denotes the number of vertices [7]. The running time of the best known algorithm for triangulating a polygon with $h$ holes is $O\left(n+h(\log h)^{1+\epsilon}\right)$ [4]. In the case when $U$ is polyhedral, checking the existence of a HS as in Definition 3, reduces to $|\mathcal{Q}|=|L|+|t|$ LP feasibility checks. If smoothness and time spent are not of interest, then any choice of elements from these sets produce vector fields for the HS using (15). If smoothness and maximization of speed is desired, then the vector fields are constructed according to the algorithms described in Table I. For a sequence of adjacent triangles in which smooth trajectories can be generated, we solve a number of LPs equal to the number of polygon vertices pertaining to the triangles. The number of linear constraints in each of these LPs varies, and depends on how many triangles in the sequence share the corresponding vertex.

## V. Robot Control

For the fully actuated robot (1), the feedback controllers solving Problem 1 are given by the vector fields of the HS constructed as shown in the previous sections. From Corollary 1 , we have the following.
Corollary 2: For a fully actuated robot (1) with control bounds modeled as a convex set $U$, there exists a solution to Problem 1 for arbitrary polygons and triangulations if the set $U$ contains an open neighborhood of the origin in $\mathbb{R}^{2}$.

Note that the necessary and sufficient condition in Corollary $l$ becomes sufficient in the above corollary, since Corollary 1 only holds for the class of affine feedback-control systems. In other words, the above corollary transforms into an equivalent condition if the feedback-control laws are restricted to the class
of affine systems. Also, the condition of Corollary 2 is in accordance with one's intuition: if the robot is able to move in all directions, then it can execute arbitrary strings. What is not at all intuitive, is the fact that it can do this under affine feedback control, and that convex control bounds can be guaranteed. Moreover, the robot can execute certain strings under affine feedback even if the above condition is not satisfied. The equivalent conditions and analytical formulas for automatic generation of feed-back-control laws were presented in the previous sections.

Let us now consider a differentially driven wheeled robot (unicycle) described by $(R, d) \in \mathrm{SE}(2)$ in the world frame, where $d \in \mathbb{R}^{2}$ gives the position vector of the robot center and $R \in \mathrm{SO}(2)$ is the rotation of the robot frame. The control $w=\left[w_{1}, w_{2}\right]^{T} \subset W \subseteq \mathbb{R}^{2}$ consists of driving $\left(w_{1}\right)$ and steering $\left(w_{2}\right)$ speeds, where $W$ is a set capturing control bounds.

It is well known that this underactuated system with state $(R, d)$ and control $w$ is uncontrollable. For this reason, as in [10], we define a reference point different from the robot center, and with coordinates $(\epsilon, 0)(\epsilon>0)$ in the robot frame and $x=$ $\left[x_{1}, x_{2}\right]^{T}$ in the world frame. It can be shown that the velocity $u(x)$ of the reference point is related to the initial controls $w$ by a nonsingular map

$$
\begin{equation*}
w=E^{-1} R^{T} u(x) \tag{23}
\end{equation*}
$$

where $E=[1,0 ; 0, \epsilon]$.
As in the fully actuated case, $u(x)$ is determined by the construction of the HS (4), and particular strings can be implemented as shown in Section IV. Using (23), it is easy to see that bounds $U$ on the velocity of the reference point $u$ easily translate to bounds $W$ on the original control $w$, by noting that they are related by a rotation and a diagonal scaling matrix (dependent on $\epsilon$ ) with positive diagonal entries. The origin is mapped to the origin through both these maps, and therefore, by applying Corollary 2 to the reference point, we have the following.

Corollary 3: For a unicycle with control bounds $W$, there exists a solution to Problem 1 for arbitrary polygons and triangulations, if the set $W$ contains an open neighborhood of the origin in $\mathbb{R}^{2}$.

Again, the intuition works here as well. A unicycle can execute arbitrary strings over the DG induced by a triangulation of its polygonal observable space if it can rotate both left and right and translate both forward and backward.

## VI. Simulation Results

Consider a unicycle with driving and steering speeds $w_{1}$ and $w_{2}$ limited to 1 and 2 , respectively. In other words, $W=[-1,1] \times[-2,2]$. Assume that the displacement of the reference point in the unicycle frame is $\epsilon=0.5$. Then, it is easy to see that with a bit of conservatism, the rectangular bounds $U=[-\sqrt{2} / 2, \sqrt{2} / 2]^{2}$ for the reference point will guarantee the imposed control bounds $W$. Indeed, under all planar rotations $R, U$ becomes a disk centered at 0 with radius 1 , which is then scaled to an ellipse with semi-axes 1 and 2 , according to (23). The actual controls of the robot are inside an ellipse centered at 0 with semi-axes 1 and 2 , which is contained in the rectangle $W$. Therefore, the initial control bounds are guaranteed if $U$ is chosen as above.

## A. Simple Environment

To illustrate the assignment of vector fields and the satisfaction of matching conditions and control bounds, we first consider a simple polygonal environment consisting of the sequence of adjacent triangles shown at the top of Fig. 4. This example can be also be interpreted as the execution of a string from the language of a DG of a larger triangulated polygon. $\Delta_{1}$ denotes the initial triangle, and $\Delta_{14}$ is the final triangle.

By applying the algorithm given in Table I, we determined that the maximal smooth sequence starting at $\Delta_{1}$ is $\Delta_{1}, \Delta_{2}, \ldots, \Delta_{9}$, with stop in $\Delta_{9}$. Indeed, it is easy to see that if exit through the common facet of $\Delta_{9}$ and $\Delta_{10}$ was desired, then the rotation around the common vertex of $\Delta_{7}, \Delta_{8}, \Delta_{9}$, and $\Delta_{10}$ would be larger than $\pi$. The produced vector fields guaranteeing smooth motion in the sequence $\Delta_{1}, \Delta_{2}, \ldots, \Delta_{9}$ are plotted in Fig. 4, middle left. Then the algorithm is reiterated, and the vector fields corresponding to the next smooth sequence $\Delta_{9}, \Delta_{10}, \ldots, \Delta_{14}$, with stop in $\Delta_{14}$, are shown in Fig. 4, middle right. Note that the vector fields on adjacent triangles match on the separating facet in each of the subsequences shown in Fig. 4 in the middle row.

The motion of a unicycle arbitrarily initialized in $\Delta_{1}$ is shown in Fig. 4, top. The corresponding velocity $u$ of the reference point $x$ and the controls $w$ are shown in Fig. 4, bottom left and right, respectively. It is easy to see that each component of $u$ and $w$ are continuous everywhere, except for a time close to 2500 , when the vector field in $\Delta_{9}$ is switched from a stopping one, as in Fig. 4, middle left, to a driving one, as in Fig. 4, middle right. Also, note that the polyhedral bounds for $u$ and $w$ are satisfied for all times during the produced motion.

## B. Complex Environment

To illustrate the computational efficiency of the developed algorithms and the usefulness of the created framework, we consider a more realistic example, such as the one shown in Fig. 5 (left). The outer polygonal line represents the boundaries of the environment, while the inner closed polygonal lines model obstacles. The obtained polygon, which has 44 vertices, was triangulated using the algorithm available in [27]. The resulting triangulation, which consists of 46 triangles, and the corresponding DG are shown in Fig. 5 (left). Sample trajectories of the unicycle described at the beginning of this section, implementing strings in the language of this DG, are shown in Fig. 5 (right).

## VII. Conclusion

In this paper, we proposed a method for algorithmically generating and verifiably composing affine feedback-control laws for planar robots operating in polygonal environments. In addition to being computationally efficient, our solution formally relates the high-level plans and low-level motions using modern tools from HS theory. Future work includes extensions on the discrete side, resulting in more complicated plans, such as temporal logic planning [32] and games on graphs [17]. On the continuous side, we will extend this framework toward more complicated systems, such as underactuated robots and second-order dynamics.


Fig. 4. Top: Sequence of adjacent triangles and an example of unicycle motion. Middle: Vector fields obtained by applying the algorithms in Table I to this sequence of triangles. Left: smooth sequence $\Delta_{1}, \Delta_{2}, \ldots, \Delta_{9}$, with stop in $\Delta_{9}$; Right: smooth sequence $\Delta_{9}, \Delta_{10}, \ldots$, $\Delta_{14}$, with stop in $\Delta_{14}$. Bottom: Left: Time evolution of reference point velocity $u$; Right: Time evolution of driving and steering controls $w_{1}$ and $w_{2}$.


Fig. 5. Left: Polygonal environment, its triangulation, and the dual of the triangulation. Right: Sample trajectories.

## APPENDIX

The following lemma states a well-known result [25] and is used in the proofs given below.

Lemma 2: In any simplex $S_{N}$, for an arbitrary $i=$ $1, \ldots, N+1$, the vectors $n_{j}, j=1, \ldots, N+1, j \neq i$ are linearly independent. Moreover, $n_{i}$ is a strictly negative linear combination of $n_{j}, j=1, \ldots, N+1, j \neq i$.

Proof of Proposition 2: A related proof of this result can be found in [5] and [13]. First, note that $V_{i}^{e}$ are convex, since $V$ is convex and $\bar{V}_{i}^{e}$ are (convex) polyhedra, for all $i=1, \ldots, N+1$. For sufficiency, if the sets $V_{i}^{e}$ are all nonempty, then choose arbitrary $g_{i} \in V_{i}^{e}, i=1, \ldots, N+1$ and construct the unique affine function (12) in $S_{N}$ satisfying $f\left(v_{i}\right)=g_{i}, i=1, \ldots, N+1$. Since for every $x \in S_{N}, f(x)$ is a convex combination of $g_{1}, \ldots, g_{N+1} \in V, f(x)$ is contained in the convex hull of $g_{1}, \ldots, g_{N+1}$. This is the smallest convex set containing $g_{1}, \ldots, g_{N+1}$, and therefore is included in $V$. So, $f(x) \in V, \forall x \in S_{N}$, as required. The restriction of $f(x)$ to an arbitrary facet $F_{k}, k=2, \ldots, N+1$ is, of course, an affine function, therefore, a convex combination of its values $g_{j}$ at the corresponding vertices $v_{j}, j=1, \ldots, N+1, j \neq k$. Since $n_{k}^{T} g_{j} \leq 0, k=2, \ldots, N+1, j \neq k$, using Proposition 1 , we conclude that $n_{k}^{T} f(x) \leq 0$ everywhere on $F_{k}$, so they cannot leave through the facet $F_{k}, k=2, \ldots, N+1$. On the other hand, since $n_{1}^{T} g_{j}>0, j=1, \ldots, N+1$, we conclude that $n_{1}^{T} f(x)>0, \forall x \in S_{N}$. Therefore, all trajectories of (15) will have a positive speed of motion toward $F_{1}$ everywhere in $S_{N}$, which implies that the simplex will eventually be left.

For necessity, assume there is an affine vector field (15) driving all states in $S_{N}$ through $F_{1}$ in finite time. Let $f\left(v_{i}\right)=g_{i}, i=1, \ldots, N+1$. Of course $g_{i} \in V$, since $f(x) \in V$ everywhere in $S_{N}$ by hypothesis. We will show that $g_{i}$ satisfies the inequalities of $\bar{V}_{i}^{e}, i=1, \ldots, N+1$, so all sets $V_{i}^{e}$ are nonempty. If we assume that there exists $j=2, \ldots, N+1$ so that $n_{j}^{T} g_{1}>0$, then (15) initialized at $v_{1}$ (or very close to $v_{1}$ on $F_{j}$ ) will leave the simplex without hitting $F_{1}$ (by continuity). Therefore, $n_{j}^{T} g_{1} \leq 0, \forall j=2, \ldots, N+1$. Similarly, for an arbitrary $j=2, \ldots, N+1, n_{k}^{T} g_{j} \leq 0, \forall k=2, \ldots, N+1, k \neq j$ because otherwise, there will exist points close to $v_{j}$ on $F_{k}$ leaving the simplex. It is obvious that we need to have $n_{1}^{T} f(x)>0$ everywhere on the exit facet $F_{1}$, which implies $n_{1}^{T} g_{j}>0, \forall j=2, \ldots, N+1$. The only thing that remains to be proved is $n_{1}^{T} g_{1}>0$. Assume by contradiction that $n_{1}^{T} g_{1} \leq 0$. According to Lemma $2, n_{1}$ is a negative linear combination of $n_{2}, \ldots, n_{n+1}$ and we can write $n_{1}=\sum_{i=2}^{N+1} \mu_{i} n_{i}$, where $\mu_{i}<0, i=2, \ldots, N+1$. This leads to $\sum_{i=1}^{N=1} \mu_{i} n_{i}^{T} g_{1} \leq 0$. However, we have already proved that $n_{i}^{T} g_{1} \leq 0$, for all $i=2, \ldots, N+1$, from which we conclude that $\mu_{i} n_{i}^{T} g_{1}=0$, for all $i=2, \ldots, N+1$. Since $n_{2}, \ldots, n_{n+1}$ are linearly independent, it follows that $g_{1}=0$, i.e., the vector field at the vertex $v_{1}$ is zero. This means that the system initialized at $v_{1}$ will stay there forever, and therefore, will not leave the simplex in finite time, which contradicts the hypothesis, and the proposition is proved.

Proof of Proposition 4: It is easy to see that in Proposition $2, \bar{V}_{1}^{e} \subseteq \bar{V}_{j}^{e}$ (which also implies $V_{1}^{e} \subseteq V_{j}^{e}$ ), for all
$j=2, \ldots, N+1$. Therefore, it is enough to prove 1) for $\bar{V}_{1}^{e}$. Let

$$
C=\left\{g \in \mathbb{R}^{N} \mid n_{j}^{T} g \leq 0, j=2, \ldots, N+1\right\} .
$$

It is easy to see that $C$ is a cone with apex 0 . Also

$$
\begin{equation*}
\bar{V}_{1}^{e}=C \backslash\{0\} \tag{24}
\end{equation*}
$$

i.e., $\bar{V}_{1}^{e}$ is the cone $C$ from which the apex has been removed. Indeed, any $g \in \bar{V}_{1}^{e}$ satisfies $g \in C \backslash\{0\}$, since $n_{1}^{T} g>0$ guarantees $g \neq 0$. Therefore, $\bar{V}_{1}^{e} \subseteq C \backslash\{0\}$. For an arbitrary $g \in C \backslash\{0\}$, by Lemma 2, $n_{1}^{T} g=\sum_{i=2}^{N+1} \mu_{i} n_{i}^{T} g$, where $\mu_{i}<$ $0, i=2, \ldots, N+1$. Each term in this sum is larger or equal to zero. The sum can, therefore, be equal to zero iff each term is zero, which implies $n_{i}^{T} g=0$, for all $i=1, \ldots, N+1$. This can only happen if $g=0$, since $n_{i}, i=2, \ldots, N+1$ are linearly independent by Lemma 2. But $g \neq 0$, therefore $C \backslash\{0\} \subseteq \bar{V}_{1}^{e}$. (24) is proved, which immediately implies 1 ).

For 2), let $i, j \in\{1, \ldots, N+1\}, i \neq j$. If $g \in \bar{V}_{i}^{s} \bigcap \bar{V}_{j}^{s}$, then $n_{k}^{T} g \leq 0$ for all $k=1, \ldots, N+1$. Since, by Lemma 2, $n_{1}$ is a negative linear combination of $n_{2}, \ldots, n_{N+1}$, it follows that $n_{1}^{T} g=\sum_{i=2}^{N+1} \mu_{i} n_{i}^{T} g$, with $\mu_{i}<0, i=2, \ldots, N+1$. The left-hand side of this equality is $\leq 0$, while the right-hand side is $\geq 0$, and since $n_{2}, \ldots, n_{N+1}$ are linearly independent, it follows that $g=0$, and 2 ) is proved.
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