
Automatica 152 (2023) 110692

N

s
t
A
a
(
i
c
I
t
r
e
a
t
s
t
s

a
c

h
0

Contents lists available at ScienceDirect

Automatica

journal homepage: www.elsevier.com/locate/automatica

Survey paper

Formalmethods to complywith rules of the road in autonomous
driving: State of the art and grand challenges✩

oushin Mehdipour a, Matthias Althoff b, Radboud Duintjer Tebbens a, Calin Belta a,c,∗

a Motional, Boston, MA, USA
b Technical University of Munich, Munich, Germany
c Boston University, Boston, MA, USA

a r t i c l e i n f o

Article history:
Received 18 February 2021
Received in revised form 26 July 2022
Accepted 5 September 2022
Available online 24 March 2023

Keywords:
Autonomous driving
Formal methods
Temporal logic
Formal verification
Formal synthesis
Falsification
Monitoring
Machine learning

a b s t r a c t

We provide a review of recent work on formal methods for autonomous driving. Formal methods
have been traditionally used to specify and verify the behavior of computer programs and digital
circuits. Enabled by abstraction techniques for dynamical systems and the availability of verification
and synthesis tools for finite systems, they have been adopted by the control and robotics communities.
In particular, in autonomous driving, recent research proposes formal languages such as temporal
logics to specify driving behaviors ranging from safety, such as collision avoidance, to compliance
with complex rules of the road. Our review focuses on formal verification, monitoring, and synthesis
techniques enabling autonomous vehicles to adhere to such specifications. We only consider works
about system-level methods that have an ego-centric perspective, i.e., we focus on the behavior of
an autonomous vehicle in its entirety, rather than specific software code within the vehicle or traffic
networks consisting of multiple vehicles. This paper also identifies the main remaining challenges.

© 2022 Published by Elsevier Ltd.
1. Introduction

The development and integration of cyber–physical and
afety-critical systems in various engineering disciplines requires
heir verification and control with respect to rich specifications.
prominent example is autonomous driving, which received
lot of attention during the last decade. Autonomous vehicles

AVs) aim to optimize common control objectives, such as min-
mizing the energy consumption and travel time, and satisfy
onstraints on control variables, such as maximum acceleration.
n addition, AVs aim to drive safely and follow the rules of
he road (ROTRs), which include traffic laws and other informal
ules or cultural expectations of reasonable driving behavior. For
xample, an AV tries to avoid collisions with other road users,
void obstructing traffic, maintain longitudinal clearance with
he lead vehicle, yield when required, and stop at red lights and
top signs. These rules could be prioritized, e.g., by specifying
hat maintaining clearance to pedestrians is more important than
taying in lane, which, in turn, takes precedence over observing
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the maximum speed limit. There currently exists no consensus
on how and to what extent AVs should follow such complex
(possibly prioritized) driving specifications.

Formal methods is an area of computer science, tradition-
ally focused on checking the correctness of digital circuits and
computer programs. Correctness can pertain to safety (some-
thing bad should never happen), liveness (something good should
eventually happen), or general statements expressed as formulas
of Temporal Logics (TL), such as Linear Temporal Logic (LTL),
Computation Tree Logic (CTL) (Baier & Katoen, 2008; Clarke,
Grumberg, & Peled, 1999), or Signal Temporal Logic (STL) (Maler
& Nickovic, 2004). Due to the high expressivity of these speci-
fication languages, the existence of verification, monitoring, and
control synthesis tools for finite systems, and recent develop-
ments on abstractions for systems with infinite state spaces, for-
mal methods have been adopted by the control community, and
successfully used for dynamical (Belta, Yordanov, & Gol, 2017;
Mitra, 2021; Tabuada, 2009) and autonomous systems (Luckcuck,
Farrell, Dennis, Dixon, & Fisher, 2019; Plaku & Karaman, 2016).

In particular, there is a growing body of work on the use of
formal methods for autonomous driving. TLs have been proposed
for the formal specification of safety requirements and complex
ROTRs. Formal verification, monitoring, and synthesis techniques
have been used for analysis and control of autonomous driving
behavior. Machine learning algorithms have been employed to
infer formal rules describing ROTRs and desired behaviors from
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Abbreviation

ACC Adaptive Cruise Control
AV Autonomous Vehicle
CBF Control Barrier Function
CLF Control Lyapunov Function
CTL Computation Tree Logic
ICS Inevitable Collision State
LTL Linear Temporal Logic
MI(L)P Mixed-integer (Linear) Programming
MPC Model Predictive Control
MTL Metric Temporal Logic
QP Quadratic Program
ROTR(s) Rule(s) of the road
RRT Rapidly-exploring Random Tree
RSS Responsibility-Sensitive Safety
STL Signal Temporal Logic
TL Temporal Logic

data, to assess the relative importance of different formal rules
from data, and to generate driving strategies.

In this paper, we review the literature on formal methods used
or autonomous driving. The focus is on studies that consider
OTRs from the ego vehicle’s point of view. We do not include
raffic networks, e.g., traffic light control, conflict resolution at
ntersections, congestion control, and merging control. We also
ocus on formal methods at the system level. We do not consider
ormal methods for the software running on the autonomous cars.

Recent review papers covering the fast growing field of au-
onomous driving include Dahl, de Campos, Olsson, and Fredriks-
on (2019), Ersal et al. (2020), Guanetti, Kim, and Borrelli (2018),
ajabli, Flammini, Nardone, and Vittorini (2021), Riedmaier, Ponn,
udwig, Schick, and Diermeyer (2020), Schwarting, Alonso-Mora,
nd Rus (2018), Seshia, Sadigh, and Sastry (2015) and Yurtsever,
ambert, Carballo, and Takeda (2020). A comprehensive review of
broad range of topics, including system architectures, localiza-

ion, mapping, perception, planning, and human machine inter-
aces is provided in Yurtsever et al. (2020). The work in Schwart-
ng et al. (2018) also provides a general overview of the field, with
articular emphasis on planning, but does not survey the state of
he art in formal methods for autonomous driving. With partic-
lar relevance to our review, Schwarting et al. (2018) include a
iscussion on formal methods for planning. A comprehensive re-
iew of the state of the art in software verification and validation
f AVs is provided in Rajabli et al. (2021). Another comprehen-
ive review, which includes a discussion on safety verification of
ontrollers for AVs, is provided in Ersal et al. (2020).
Among more focused reviews, Riedmaier et al. (2020) sur-

ey scenario-based approaches, in which individual traffic sit-
ations are tested through simulation. The focus is on safety
ssessment. A literature review and analysis of threat-assessment
ethods used for collision avoidance is presented in Dahl et al.

2019), including the use of formal methods. The focus of Seshia
t al. (2015), which reviews a limited number of papers, is on
uman cyber–physical systems, with particular focus on semi-
utonomous driving, and formal methods. Finally, Guanetti et al.
2018) introduce a control and planning architecture for con-
ected vehicles and AVs and surveys the state of the art on each
unctional block therein.

Compared to the survey papers covering general topics in
utonomous driving mentioned above, this review focuses solely

n formal methods. It provides a comprehensive overview of

2

the state of the art that is more in-depth and detailed than
the reviews referenced above, which only contain sections of
formal methods. Finally, it covers very recent papers in the fast
growing field of autonomous driving, with specific emphasis on
formalization of ROTRs.

The remainder of this paper is organized as follows. In Sec-
tion 2, we review the methods used to formalize ROTRs and other
driving behaviors. We discuss the formal verification approaches
used to analyze vehicle models and behaviors from such formal
specifications in Section 3. We review monitoring algorithms
and formal synthesis strategies in Sections 4 and 5, respectively.
We discuss remaining challenges in the field in Section 6 and
conclude with final remarks in Section 7.

For quick reference, each section concludes with a table that
lists all the papers cited in that section. Its columns represent the
particular categories covered in that section. For example, Table 3
from Section 4 that covers monitoring, has two columns ‘‘Offline’’
and ‘‘Online’’, corresponding to the two monitoring techniques
from the reviewed papers. Each table has three rows, which cor-
respond to the three application areas: ‘‘Vehicle following’’, ‘‘Lane
keeping/changing’’, and ‘‘Other’’. Papers listed under ‘‘Vehicle fol-
lowing’’ and ‘‘Lane keeping/changing’’ focus on the respective
application only. The ‘‘Other’’ category corresponds to papers
that discuss at least one application area different from the ones
listed above (e.g., pedestrian clearance or speed limit), or that
includes discussion of both ‘‘Vehicle following’’ and ‘‘Lane keep-
ing/changing’’. We believe that these tables make it easy for the
reader to find a paper using a specific technique in a particular
application area. For example, if she wants to find a paper that
uses online monitoring from STL specifications with applications
to lane keeping, then she would use Table 3 to find the papers
that apply online monitoring to lane keeping: Aréchiga (2019)
and Kojchev, Klintberg, and Fredriksson (2020). She would then
check which of these papers appear at the intersection of the
‘‘STL’’ column and the ‘‘lane keeping/changing’’ row in Table 1.
In this example, it turns out that Aréchiga (2019) is the only
paper that meets these specific criteria. Note that, given the
organization of the review, a paper can appear in several sections
and tables.

2. Formal specifications

Most ROTRs are stated in natural language in traffic legisla-
tions or driving manuals, which can differ among countries and
localities within countries. Some ROTRs can be formalized as
simple safety specifications that guarantee safety when satisfied.
For example, a safety specification might be a formal rule that
the ego vehicle should maintain a given minimum clearance from
pedestrians on the road for all times. Safety specifications are
sometimes given equivalently as reachability specifications. In
the above example, the reachability specification is that the ego
vehicle can only reach distances to pedestrians that are larger
than the minimum clearance.

Safety specifications are a particular case of TL specifications,
which specify formal rules that can also express eventuality
(e.g., ‘‘reach destination in at most 10 min’’, ‘‘maintain a speed
less than 25 mph until the end work zone sign is reached’’),
logical conditions (‘‘use the left lane only when passing’’), and
combinations of the above. Formal rules are sometimes pri-
oritized. For example, a safety specification such as ‘‘maintain
clearance from pedestrians at all times’’ might have precedence
over ‘‘reach destination in at most 10 min’’. In Section 2.1, we
briefly discuss safety specifications. Richer, TL formalisms are
covered in Section 2.2. Papers dealing with rule priorities are
reviewed in Section 2.3.
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It is important to note that, throughout the paper, ‘‘safety
specification’’ refers to a formal specification of the form: ‘‘for all
times, an undesired outcome never happens’’. In other words, as
stated above, it is just a particular type of a TL formula. Safety
in this context is not necessarily a stringent requirement such as
collision avoidance. For example, ‘‘Stay in lane for all times’’ is a
safety specification in formal methods (and in this survey) but not
a safety requirement since changing lanes is a perfectly accept-
able behavior in many driving situations (e.g., when preparing for
a left turn).

2.1. Safety specifications

In most of the papers included in this review, the formal
specification is given simply as a safety specification only (see
Table 1). Therefore, even though safety is just a specific kind
of temporal logic formula, we dedicate Section 2.1 and the first
column of Table 1 to such papers. The most predominant safety
specifications are collision avoidance, maintaining a minimum
clearance from the preceding car, staying in lane and/or on the
road. In the rest of this section, we briefly discuss works that
provide safety specifications using control theoretic or motion
planning concepts, or combine safety specifications with other
specifications, such as lawfulness.

The safety specifications in Bouraine et al. (2012), Parthasarathi
and Fraichard (2007) and Lawitzky et al. (2014) refer to avoiding
collisions with static and dynamic obstacles, and are formalized
using Inevitable Collision States (ICS) (i.e., states for which, no
matter what the future trajectory followed by the ego vehicle
is, a collision with an obstacle eventually occurs Fraichard &
Asama, 2004). ICS are used to enforce safety during motion
planning. Predictions of future occupancies for surrounding traf-
fic participants are used for safety specifications in Althoff and
Dolan (2014), Althoff and Magdici (2016), Koschi and Althoff
(2017a, 2021), Söntges and Althoff (2015, 2018) and Wu and How
(2012), and applied to the influential Responsibility-Sensitive
Safety (RSS) modeling framework (Shalev-Shwartz et al., 2017)
in Orzechowski et al. (2019).

Positive invariant sets (e.g., sets that are guaranteed to contain
all trajectories of the vehicle for all times are used to formalize
safety in some works. In Berntorp et al. (2017), these are used
to ensure that the ego vehicle stays on the road. Positive invari-
ant sets are also used in Berntorp et al. (2020) to prove safety
as defined through velocity and obstacle collision constraints.
Control invariant sets (i.e., sets that are made positive invariant
using control) are used in Hoehener et al. (2016), Jalalmaab et al.
(2017), Sadraddini et al. (2017) and Smith et al. (2016). The more
recent, closely related concept of control barrier functions (CBF)
is used in Ames et al. (2014), Mehra et al. (2015) and Xu et al.
(2018). Compositional and contract-based principles are used for
formal verification of safety specifications (DeCastro et al., 2020;
Liebenwein et al., 2020).

Finally, safety specifications are combined with lawfulness and
liabilities of traffic participants in Pek et al. (2017b), Rizaldi and
Althoff (2015), Rizaldi et al. (2016) and Vanholme et al. (2013).
The authors of Pek et al. (2017b), Rizaldi and Althoff (2015) and
Rizaldi et al. (2016) focus on liabilities of traffic participants if
a collision occurs using formal rules based on the Vienna Con-
vention on Road Traffic. The concept of legal safety is defined
in Vanholme et al. (2013) as a set of rules that could safely
and efficiently manage mixed traffic of human drivers and AVs,
and illustrated for automated driving on highways with distance
keeping, speed adaptation, and lane-changing. Requirements in-
duced by legal safety on perception and control components are
also presented. Legal safety is used in Pek et al. (2020) for critical
urban scenarios, which have been recorded in real traffic.
3

2.2. TL specifications

Most of the reviewed papers use standard TLs, such as LTL
and a common fragment called syntactically co-safe LTL (scLTL)
(Kupferman & Vardi, 2001), STL (Maler & Nickovic, 2004), and
MTL (Koymans, 1990). Others propose new logics, specifically
tailored for formalizing ROTRs (Dokhanchi et al., 2018; Jha et al.,
2018; Wongpiromsarn et al., 2021). With few exceptions (e.g.,
Dokhanchi et al., 2018; Ody, 2017; Rizaldi & Althoff, 2015; Rizaldi
et al., 2018), which use high-order temporal logic (i.e., logics that
allow for universal and existential quantifiers), all the reviewed
works focus on propositional and predicate temporal logics.

Informally, LTL formulas are made of three ingredients: (1)
atomic propositions (e.g., por = ‘‘pedestrian on the road’’) or
predicates (e.g., vego < 30 = ‘‘the ego vehicle’s speed is less than
30 miles per hour’’); (2) Boolean operators ∨ (disjunction), ∧

(conjunction), ¬ (negation), etc.; and (3) temporal operators, such
as G (globally, or always), F (in the future, or eventually), X (next),
and U (until). For example, the LTL formula G(por → (sdU pos)),
eads ‘‘for all times, if a pedestrian is on the road, slow down
ntil she reaches the sidewalk’’ (por , sd, and pos are propositions

that are true when the pedestrian is on the road, the ego vehicle
slows down, and the pedestrian is on the sidewalk, respectively).
LTL formulas are interpreted over infinite executions. scLTL is a
strict fragment of LTL, in which the satisfaction of formulas can
be decided in finite time (Kupferman & Vardi, 2001). For example,
formula por → (sdU pos) is in scLTL, while G(por → (sdU pos)) is
in LTL but not in scLTL. For both LTL and scLTL, time is abstract,
i.e., only the order of the events matter.

MTL is an extension of propositional LTL, in which time is
concrete, and formulas can refer to both past and future times.
Informally, the main difference is that the temporal operators are
timed. For example, the requirement that the ego vehicle slows
down and comes to a complete stop within 5 seconds translates
to the MTL formula sdU[0,5] stop, where sd is the same as above
nd stop is a proposition that is true when the ego vehicle stops.

STL is an extension of LTL with real-time and real-valued con-
straints, and its formulas are usually over predicates. For example,
a formal specification to comply with the maximum speed limit
is written in STL as G[0,T ] (v(t) < vmax), where v(t) is the ego
ehicle’s speed at time t , vmax is the maximum speed limit, and T
s the total duration of the scenario during which compliance with
his specification is evaluated. In addition to Boolean semantics, in
hich a word or signal satisfies or violates a formula, MTL and STL
ave quantitative semantics. This is defined using a robustness
unction that gives the degree of satisfaction of a formula by a
ord or signal. Many papers reviewed below use the robustness

unction for monitoring and/or controller synthesis.

TL. ROTRs based on the German concretization of the Vienna
onvention on Road Traffic are formalized using LTL in Esterle
t al. (2020). The focus is on dual carriageways, such as highways,
nd the formulas are restricted to the particular form ‘‘premise
mplies conclusion’’, or G(φp

→ φc), where φp is the premise
and φp is the conclusion. An LTL formula of this form states that
‘‘at all times, if φp is True, then φc must be True’’. The authors
provide algorithms for constructing such formulas from ROTRs
with the help of graphical representations. To define semantics
for the LTL formulas over vehicle trajectories, the atomic propo-
sitions are concretized to predicates, e.g., atomic proposition acc(i)
corresponds to predicate ‘‘i accelerates with a > alim’’. A re-
ated approach, for a related set of German ROTRs, is proposed
n Rizaldi et al. (2017), where the focus is on overtaking. In this
ork, the LTL formulas are more general and the predicates are
oncretized through legal and engineering analyses.
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Table 1
Papers organized by type of formal specification and application area. Safety only refers to papers that only specify safety.

Safety only LTL STL MTL Other TLs Priorities

Vehicle
following

Alam, Gattami, Johansson, and Tomlin (2014), Althoff,
Maierhofer, and Pek (2021), Alvarez and Horowitz
(1999), Ames, Grizzle, and Tabuada (2014), Dolginova
and Lynch (1997), Ligthart, Semsar-Kazerooni, Ploeg,
Alirezaei, and Nijmeijer (2018), Loos, Witmer,
Steenkiste, and Platzer (2013), Lygeros, Godbole, and
Sastry (1996, 1998), Magdici and Althoff (2017), Mehra
et al. (2015), Park and Özgüner (2012), Rizaldi, Immler,
and Althoff (2016), Sadraddini, Sivaranjani, Gupta, and
Belta (2017), Shalev-Shwartz, Shammah, and Shashua
(2017), Stursberg, Fehnker, Han, and Krogh (2004), Xu,
Grizzle, Tabuada, and Ames (2018)

Nilsson et al. (2016) Maierhofer, Rettinger,
Mayer, and Althoff
(2020), Rodionova et al.
(2020)

Althoff et al. (2021)

Lane keep-
ing/changing

Althoff and Dolan (2012), Berntorp, Weiss, Danielson,
Kolmanovsky, and Di Cairano (2017), Hilscher, Linker,
and Olderog (2013), Hoehener, Huang, and Del Vecchio
(2016), Jula, Kosmatopoulos, and Ioannou (2000),
Kojchev et al. (2020), Mirchevska, Pek, Werling, Althoff,
and Boedecker (2018), Naumann, Königshof, and Stiller
(2019b), Pek, Zahn, and Althoff (2017b), Shao, Chen,
Kousik, and Vasudevan (2021), Wongpiromsarn, Mitra,
Murray, and Lamperski (2012)

Aréchiga (2019),
Hekmatnejad et al.
(2019)

Other Ahn, Berntorp, Inani, Ram, and Di Cairano (2021),
Althoff, Althoff, Wollherr, and Buss (2010), Althoff and
Dolan (2011, 2014), Althoff and Magdici (2016),
Berntorp et al. (2020), Bouraine, Fraichard, and Salhi
(2012), Brüdigam, Olbrich, Wollherr, and Leibold (2021),
Chou, Yoon, and Sankaranarayanan (2020), Dai and
Koutsoukos (2016), Danielson, Berntorp, Weiss, and
Cairano (2020), DeCastro et al. (2020), Du et al. (2020),
Falcone, Ali, and Sjöberg (2011), Fan (2019), Fan, Qi, and
Mitra (2018), Gerdts and Xausa (2013), Herbert et al.
(2017), de Iaco, Smith, and Czarnecki (2020), Jalalmaab,
Fidan, Jeon, and Falcone (2017), Karimi and Duggirala
(2020), Kianfar, Falcone, and Fredriksson (2013), Koschi
and Althoff (2017a, 2017b, 2021), Koschi, Pek, and
Althoff (2018a), Koschi, Söntges, and Althoff (2018b),
Kousik, Vaskov, Johnson-Roberson, and Vasudevan
(2017), Lawitzky, Nicklas, Wollherr, and Buss (2014),
Liebenwein et al. (2020), Lin, Chen, Khurana, and Dolan
(2020), Linker and Hilscher (2013), Loos, Platzer, and
Nistor (2011), Macek, Vasquez, Fraichard, and Siegwart
(2009), Magdici and Althoff (2016), Nager, Censi, and
Frazzoli (2019), Naumann, Konigshof, Lauer, and Stiller
(2019a), Neel and Saripalli (2020), Orzechowski, Li, and
Lauer (2019), Orzechowski, Meyer, and Lauer (2018),
Parthasarathi and Fraichard (2007), Pek and Althoff
(2018), Pek, Koschi, Werling, and Althoff (2017a), Pek,
Manzinger, Koschi, and Althoff (2020), Rizaldi and
Althoff (2015), Schmidt, Oechsle, and Branz (2006),
Schürmann et al. (2017), Smith, Nilsson, and Ozay
(2016), Soloperto, Köhler, Allgöwer, and Müller (2019),
Söntges and Althoff (2015, 2018), Stahl and Diermeyer
(2021), Vanholme, Gruyer, Lusetti, Glaser, and Mammar
(2013), Vaskov et al. (2019), Völker, Kloock, Rabanus,
Alrifaee, and Kowalewski (2019), Wang, Li, and Sifakis
(2020), Wu and How (2012), Xiao et al. (2021)

Esterle, Aravantinos, and
Knoll (2019), Esterle,
Gressenbuch, and Knoll
(2020), Rizaldi, Immler,
Schürmann, and Althoff
(2018), Rizaldi et al.
(2017), Rong and Luan
(2020), Vasile, Tumova,
Karaman, Belta, and Rus
(2017)

Aasi, Vasile, and Belta
(2021), Cho, Ha, Lee, and
Oh (2019), Corso and
Kochenderfer (2020), Li,
Rosman, Gilitschenski,
DeCastro et al. (2021), Li,
Rosman, Gilitschenski,
Vasile et al. (2021),
Sahin, Quirynen, and
Cairano (2020), Tuncali,
Fainekos, Ito, and
Kapinski (2018), Tuncali,
Fainekos, Prokhorov, Ito,
and Kapinski (2020)

Kane, Chowdhury, Datta,
and Koopman (2015),
O’Kelly, Abbas, and
Mangharam (2017)

Dokhanchi, Amor,
Deshmukh, and Fainekos
(2018), Jha, Raman,
Sadigh, and Seshia
(2018), Wongpiromsarn,
Slutsky, Frazzoli, and
Topcu (2021)

Censi et al. (2019), Cho
et al. (2019), DeCastro
et al. (2020), Helou et al.
(2021), Castro et al.
(2013), Sadigh, Dragan,
Sastry, and Seshia
(2017), Vasile et al.
(2017), Wongpiromsarn
et al. (2021), Xiao et al.
(2021)

4
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LTL specifications obtained by interpreting relevant Adaptive
Cruise Control (ACC) standards are considered in Nilsson et al.
(2016) and used to produce correct-by-construction controllers.
LTL formulas over a semantic abstraction obtained by partitioning
the continuous state space corresponding to a traffic scenario are
considered in Esterle et al. (2019), where the authors consider a
subset of the Vienna Convention of Road Traffic that cover the in-
teraction of the ego vehicle with only one other traffic participant.
In the related work Rizaldi et al. (2018), the authors perform AV
motion planning from ROTRs expressed as LTL formulas, which
are interpreted over maneuver automata, and allow for automatic
satisfiability checking. LTL is proposed in Rong and Luan (2020)
to specify a small set of ROTRs, together with a quantitative
semantics used for reinforcement learning. scLTL is used in Vasile
et al. (2017) to formalize a set of ROTRs that need to be satisfied,
while customer demands (e.g., pick ups, drop offs) are met within
desired deadlines.

STL. Our review shows that STL is the preferred logic for spec-
ifying ROTRs. One of the main advantages of STL is its quanti-
tative semantics, which allows for monitoring, and also to map
verification and control synthesis problems to optimization prob-
lems (Aasi et al., 2021; Sahin et al., 2020). Recent work also points
to an interesting connection between the quantitative semantics
of STL and deep learning for autonomous driving. The work in Cho
et al. (2019) represents ROTRs as STL formulas and uses its quan-
titative semantics and a deep learning framework to predict fu-
ture behavior of nearby vehicles and to recognize the importance
of predefined formal rules. Using a parameterized version of STL
(pSTL), Li, Rosman, Gilitschenski, DeCastro et al. (2021) proposes a
method for integrating TL formulas into a neural network, which
allows incorporating ROTRs into deep learning-based trajectory
prediction approaches. This framework is extended in Li, Ros-
man, Gilitschenski, Vasile et al. (2021), where ROTRs expressed
as STL formulas are integrated as inductive biases into deep
learning-based prediction models.

A requirements-driven approach for test case generation is
proposed in Tuncali et al. (2018, 2020), which covers both
component-level and system-level behaviors for an AV. Test cases
are evaluated against STL formulas and the requirements are used
to automatically discover test cases that fail to satisfy the require-
ments. The related work Corso and Kochenderfer (2020) describes
an approach for finding interpretable failures of an AV system.
The failures are described as STL formulas and optimization is
used to produce likely failures.

Recent works showed that STL can be efficiently used to for-
malize assume-guarantee conditions. In particular, in Aréchiga
(2019), the author develops a set of contracts for control software
for AVs ensuring that if all traffic participants follow the contracts
(i.e., the assumption), then the overall traffic system is collision-
free (i.e., the guarantee). In Hekmatnejad et al. (2019), it is shown
that RSS assumptions can be encoded in assume-guarantee log-
ical conditions in STL, which enables the use of verification and
testing tools to verify and validate AV compliance with RSS.

MTL. MTL is used in Maierhofer et al. (2020) to formalize ROTRs
for interstates based on the German Road Traffic Regulation,
the Vienna Convention on Road Traffic, and legal decisions from
courts. In this paper, the authors also use first-order logic to
define the predicates and functions used in the formulas. Spec-
ifications for a case study using the RSS model are given as MTL
formulas in Rodionova et al. (2020). The work in O’Kelly et al.
(2017) proposes a scenario description language to create driving
scenarios with different numbers of agents and on different road
topologies, which also enables the specification of formal correct-
ness specifications in MTL. A future-bounded, propositional MTL
is used in Kane et al. (2015) to specify correctness properties for
components of an AV.
5

Other TLs. Three out of the 20 reviewed papers that use TLs
for formalizing ROTRs propose new logics specifically tailored
to autonomous driving. The work in Dokhanchi et al. (2018)
introduces Timed Quality Temporal Logic (TQTL), an extension of
STL, to monitor and test the performance of object detection and
situation awareness algorithms. An example of a vision quality
requirement in this framework is ‘‘at every time step, for all
the objects id in the frame, if the object class is cyclist with
robability more than 0.7, then in the next 5 frames the object
d should still be classified as a cyclist with probability more than
.6’’. A probabilistic TL, called Chance Constrained Temporal Logic
C2TL), is proposed in Jha et al. (2018) to specify correctness re-
uirements in the presence of probabilistic uncertainty. The main
ddition of C2TL over STL is the inclusion of chance constraints
s predicates. A chance constraint is a probabilistic extension of
eterministic predicates and is of the form Pr(φdet ) ≥ 1 − δ,
here 0 ≤ δ ≤ 1 represents uncertainty about whether the

inequality holds and φdet is a Boolean combination of linear pred-
icates, where the coefficients are random variables with Gaussian
probability distributions. Finally, a version of LTL, called stutter-
invariant Finite Linear Temporal Logic (si-FLTLGX), is introduced
in Wongpiromsarn et al. (2021). While sufficient to describe
many ROTRs, si-FLTLGX also allows for prioritized ROTRs and for
efficient computation of optimal motion plans through sampling.

2.3. Rule priorities

Only a few studies deal with the formal specification of multi-
ple potentially competing driving objectives. The work in Althoff
et al. (2021) encodes a specification of an adaptive cruise con-
troller that ensures compliance with safety specifications while
maintaining comfortable control actions. In Vanholme et al. (2013)
the authors discuss the need to not a priori exclude trajectories
hat violate a formal rule like staying in the driving lanes, because
n an emergency such a trajectory might be necessary. However,
hey stop short of specifying rule priorities. In DeCastro et al.
2020), the authors ensure the satisfaction of safety specifications
nd eight formalized ROTRs. They encode an implicit notion of
ule priorities by relaxing a subset of the rules in some ex-
eriments. The work in Castro et al. (2013) considers a set of
afety specifications as formal rules and defines a notion of global
inimization of rule violation based on discrete priority levels

or each formal rule. While all of these studies consider multiple
ormal ROTRs, none of them explicitly captures priorities.

The work in Censi et al. (2019) provides a general framework
o specify how an AV can transparently resolve conflicts between
ormal rules using a priority structure. The proposed priority
tructure is a pre-ordered set of formal rules, which induces
pre-order on any set of potential trajectories in a scenario.

everal studies build on this framework to develop algorithms for
lanning (Wongpiromsarn et al., 2021) or control (Vasile et al.,
017; Xiao et al., 2021). In Xiao et al. (2021), the authors propose
n offline methodology for pass/fail evaluation of AV behavior to
etermine whether a given AV trajectory complied with a priority
tructure of formal rules. They do so by defining a candidate AV
rajectory as non-compliant if another trajectory exists that vio-
ates only lower priority rules than the candidate AV trajectory,
hich they determine through iterative relaxation of the rules.
Some studies explore the use of a learned priority structure

mong various formal rules. For example, Cho et al. (2019) learn
he margins of satisfaction for formal rules and then apply them
n Model Predictive Control (MPC) of the ego vehicle and sur-
ounding vehicles. Another study Sadigh et al. (2017) queries
airwise preferences between trajectories to learn the weights
hat can be viewed as quantitative measures of how well a trajec-
ory satisfies rules for staying on the road and avoiding collisions.
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Table 2
Papers covering verification techniques organized by application areas, suitability for online use, and applicability in mixed traffic.

Online Mixed traffic References

Vehicle following

✗ ✗ Ames et al. (2014), Loos et al. (2011, 2013), Sadraddini
et al. (2017), Stursberg et al. (2004)

✗ ✓ Alam et al. (2014), Alvarez and Horowitz (1999),
Dolginova and Lynch (1997), Lygeros et al. (1996, 1998),
Mehra et al. (2015), Nilsson et al. (2016)

✓ ✗ Park and Özgüner (2012)
✓ ✓ Althoff et al. (2021), Ligthart et al. (2018), Magdici and

Althoff (2017), Wang et al. (2020)

Lane keeping/changing

✗ ✗ Hilscher et al. (2013), Linker and Hilscher (2013)
✓ ✗ Jula et al. (2000), Shao et al. (2021)
✓ ✓ de Iaco et al. (2020), Mirchevska et al. (2018), Naumann

et al. (2019b), Pek et al. (2017b)

Other

✗ ✗ Lawitzky et al. (2014), Smith et al. (2016),
Wongpiromsarn et al. (2012)

✓ ✗ Althoff et al. (2010)
✗ ✓ Dai and Koutsoukos (2016), Fan et al. (2018), O’Kelly

et al. (2017), Völker et al. (2019), Xu et al. (2018)
✓ ✓ Ahn et al. (2021), Althoff and Dolan (2011, 2012, 2014),

Althoff and Magdici (2016), Bouraine et al. (2012),
DeCastro et al. (2020), Koschi and Althoff (2017a, 2017b,
2021, 2021), Koschi et al. (2018a, 2018b), Kousik et al.
(2017), Liebenwein et al. (2020), Lin et al. (2020), Nager
et al. (2019), Neel and Saripalli (2020), Orzechowski
et al. (2018), Pek et al. (2017a, 2020), Schmidt et al.
(2006), Schürmann et al. (2017), Söntges and Althoff
(2015), Stahl and Diermeyer (2021), Vaskov et al. (2019)
Table 3
Papers organized by type of monitoring and application area (there are no works in the ‘‘Vehicle
following’’ application area).

Offline Online

Lane keeping/changing Hekmatnejad et al. (2019) Kojchev et al. (2020)
Other Esterle et al. (2019), Ody

(2017), Rizaldi et al. (2017)
Aasi et al. (2021), Chou et al.
(2020), Du et al. (2020), Esterle
et al. (2020), Kane et al.
(2015), Sahin et al. (2020)
The work in Helou et al. (2021) creates a dataset consisting of
92 traffic scenarios and used crowd-sourced annotations to com-
pare an instance of the rulebook pre-ordered priority structure
from Censi et al. (2019) with models obtained using machine
learning with varying degree of interpretability, such as Bayesian
networks, decision trees, and logistic regression.

3. Formal verification

Formal verification is the process of verifying that all the
ossible executions of a system satisfy a formal specification, such
s safety or a TL formula. While autonomous system verification
an proceed with incomplete or gray-box models by combining
tatistics with structural reasoning (see Fan, 2019; Fan et al.,
018, for treatments of such approaches), in this review we focus
n a formal, traditional approach to verification that requires a
odel of the system. The model typically consists of the ego
ehicle and its environment in autonomous driving. Online ver-
fication is performed during the execution of the system and it
nly requires checking the satisfaction of a specification against
ll possible behaviors originating at the current time.
Since finding a suitable non-deterministic model of the envi-

onment as well as formalizing all ROTRs are challenging, most
ormal verification methods focus on vehicle following (which
ncludes ACC, emergency braking systems, and platooning) and
ane keeping/changing. In the first part of this section, we focus on
hese types of maneuvers. Afterwards, we discuss more general
ethods for arbitrary traffic situations. A summary of the re-
iewed papers is listed in Table 2. All reviewed papers performing
ormal verification use safety as specifications. Consequently, we
6

do not list the considered type of specification in Table 2. Instead,
we list whether the method is applied offline (during design time)
or online (during vehicle operation) and whether the approach
can be applied to mixed traffic, i.e., traffic with autonomous vehi-
cles, manually-driven vehicles, and other forms of non-automated
movements, such as riding a bicycle or walking. Some approaches
require that all vehicles are autonomous or that the behavior
of other traffic participants is known. For instance, some papers
assume that a leading vehicle moves with constant velocity. These
would not necessarily prove safety in mixed traffic.

Theorem proving. The first formally-correct controllers have
been developed for vehicle following and verified using hand-
written proofs, see e.g., Alvarez and Horowitz (1999), Dolginova
and Lynch (1997) and Lygeros et al. (1996); an extension to
game-theoretic techniques for cooperative controlled vehicles
is presented in Lygeros et al. (1998). Lane following is espe-
cially amenable for handwritten proofs since it only requires
one-dimensional movement along a lane, and the corresponding
dynamics are monotone (Angeli & Sontag, 2003). To avoid human
error in proofs, a theorem prover is used in Loos et al. (2011,
2013), which, however, assumes that all vehicles are automated.
Theorem proving has also been extended to prove the safety of
lane changes by reserving space for vehicles (Hilscher et al., 2013;
Linker & Hilscher, 2013). An advantage of theorem proving is
that the number of traffic participants is unbounded, however,
it typically cannot be used for online verification, because most
theorem provers are not fully automatic.

Barrier certificates. Barrier certificates verify systems by prov-

ing that a barrier between the set of initial states and unsafe
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tates always exists. This idea was applied to ACC (Ames et al.,
014) and was experimentally validated in Mehra et al. (2015).
n extension for varying velocities of the leading vehicle and
ane keeping is presented in Nilsson et al. (2016) and Xu et al.
2018), respectively. Barrier certificates are particularly useful for
roving the correctness of specific controllers, such as controllers
or following vehicles and staying within a lane (the construction
f the controllers is discussed in Section 5). So far, no approach
as been presented to automatically create barrier certificates for
given traffic situation so that no universal online verification

cheme has yet been realized.

orst-case behaviors. Due to the previously-mentioned mono-
one dynamics of vehicles staying within the same lane, vehicle-
ollowing problems can be verified through worst-case behaviors.
hose are used to safeguard exchangeable nominal controllers, by
mbedding them in an emergency controller that only engages
f the nominal controller performs an unsafe action (Magdici &
lthoff, 2017; Wang et al., 2020). This idea is also applied to
ehicle platooning (Ligthart et al., 2018) and was later extended
o handle cut-in vehicles and also lane changes of the leading
ehicle (Althoff et al., 2021). A lane change of the leading vehicle
an suddenly reveal an occluded obstacle, which either requires
etecting further vehicles ahead or assuming a standing obstacle
ithin the occluded region.
By conservatively separating the dynamics into a lateral and

ongitudinal dynamics, one can also use worst-case behaviors for
ane changes. The work in Pek et al. (2017b) uses safe distances to
nsure that lane changes are safe, despite the uncertainty in the
ovement of other traffic participants. The special case of a fixed
inusoidal lane change and given accelerations of surrounding
raffic participants is shown in Jula et al. (2000). The approach
n Pek et al. (2017b) is also used to safeguard reinforcement
earning for lane changes (Mirchevska et al., 2018). Additional
ormal rules are added in Naumann et al. (2019b) under which
lane change is deemed to comply with ROTRs. As a special case,
werve maneuvers are verified in de Iaco et al. (2020).

eachability analysis. Currently, the most popular verification
echnique for AVs is reachability analysis. Reachability analysis
utomatically verifies systems by computing the set of reachable
tates. If no reachable state enters an unsafe region, safe behavior
s proven (Alam et al., 2014; Park & Özgüner, 2012). Invariant sets
re a special case of reachable sets in which the state of a system
tays indefinitely. Thus, if the invariant set does not contain any
nsafe states, correctness can be proven analogously to reacha-
ility analysis. Most of the reviewed papers that use reachability
nalysis and invariant sets perform both verification and control
ynthesis. Here, we focus on verification. We revisit some of these
apers and discuss their control strategies in Section 5.
Safety is proven for ACC in Dai and Koutsoukos (2016), Sadrad-

ini et al. (2017), Smith et al. (2016) and Wongpiromsarn et al.
2012) using invariant sets. Since the relatively simple task of
afe vehicle following can be verified by handwritten proofs,
nly Stursberg et al. (2004) verified this problem using reacha-
ility analysis. Another sub-problem we consider is the problem
f verifying whether a safe solution still exists. This can be used to
rove that an aggressive evasive maneuver has to be executed or
hat a collision can no longer be avoided and a collision mitigation
rocedure needs to be initiated. The work in Schmidt et al. (2006)
omputed the reachable set of the ego vehicle to check whether it
ecomes empty—in this event, the ego vehicle is in an inevitable
ollision state (Bouraine et al., 2012). To reduce the conservatism
f that work, the velocity information within the reachable set
nd road geometry are explicitly considered in Söntges and Al-
hoff (2015). This work was later extended to compute the time
o react in a formal way, i.e., the remaining time to avoid a
7

potential collision (Koschi et al., 2018b). Instead of determining
whether the current state is an inevitable collision state, one
can also compute the set of inevitable collision states (Lawitzky
et al., 2014); however, this is computationally expensive and thus
currently not real-time capable. The work in Pek et al. (2017a)
does not only compute the first point in time when a collision is
possible, but also the last point in time.

The set of possible scenarios for fully autonomous driving
cannot be constrained in the same way as it is done for vehi-
cle following or lane changing. Thus, most approaches compute
reachable sets online for fully autonomous driving so that all
occurring situations are considered—an offline procedure might
have missed potentially dangerous situations. To the best knowl-
edge of the authors, the first work using online reachability
analysis for autonomous driving is Althoff et al. (2010). The disad-
vantage of that work is that it requires that vehicles communicate
with each other and that they have to travel with constant veloc-
ity. These restrictions were later removed in Althoff and Dolan
(2011); however, the used vehicle model is just a single-track
model. A method to consider high-dimensional models through
non-deterministic low-dimensional models is presented in Al-
thoff and Dolan (2012) and Kousik et al. (2017); this approach is
extended in Schürmann et al. (2017) to show conformance with
real vehicles. The first work that applied online reachability anal-
ysis to a real vehicle is Althoff and Dolan (2014); later works can
be found in Ahn et al. (2021), Lin et al. (2020), Pek et al. (2020),
Stahl and Diermeyer (2021) and Vaskov et al. (2019). Although
this approach works in principle for all kinds of traffic situations,
it does not contain an algorithm for computing the reachable
set of other traffic participants on arbitrary road networks—this
is addressed in Althoff and Magdici (2016) and implemented by
the tool SPOT (Koschi & Althoff, 2017a). Further developments,
in particular with respect to handling occlusions, are presented,
e.g., in Koschi and Althoff (2021), Nager et al. (2019), Neel and
Saripalli (2020) and Orzechowski et al. (2018). Online reachability
analysis was recently used to safeguard reinforcement learning
for AVs (Shao et al., 2021). To engage safe but aggressive ma-
neuvers more comfortably, the work in Naumann et al. (2019a)
additionally considers probabilistic information to slow down the
AV early when a dangerous situation is likely to occur. An ap-
proach that combines ideas from contract-based verification with
reachability analysis is presented in DeCastro et al. (2020) and
Liebenwein et al. (2020); however, this approach is not yet real-
time capable. Other approaches, such as Fan et al. (2018), O’Kelly
et al. (2017) and Völker et al. (2019), are primarily designed for
formal offline verification for specific scenarios. To reduce compu-
tation times for online use, some approaches consider exemplary
traces instead of the set of possible solutions (Esterle et al., 2019).

4. Monitoring

Monitoring (or runtime verification) refers to lightweight for-
mal verification methods designed to check system executions
against formal requirements. The main difference from the verifi-
cation approaches discussed in Section 3 is that the latter reason
over all possible system executions and uncertainties. Online
monitoring refers to checking the current execution of a system,
while offline monitoring is the process of checking a (finite set
of) recorded execution(s). In most monitoring applications, in-
cluding autonomous driving, execution traces are long, and are
only available incrementally. Waiting for and storing an entire
execution trace and then performing offline monitoring can be
expensive. Moreover, in offline monitoring, verification might
occur too late to allow the system to recover or take a shut-
down action. For this reason, online monitoring is the prevalent
technique in autonomous driving.
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afety specifications. Monitoring for compliance with safety
pecifications is presented in Chou et al. (2020), Du et al. (2020),
ojchev et al. (2020) and Ody (2017). The authors of Kojchev
t al. (2020) use backward reachability analysis to construct the
onitor. Monitoring for Multi-Lane Spatial Logic is considered

n Ody (2017), where the authors show that formula satisfaction
an be mapped to feasibility of formulas in the first-order theory
f real-closed fields. Runtime monitoring techniques based on
redictions of future behaviors of traffic participants are devel-
ped for safety specifications in Chou et al. (2020) and Du et al.
2020). The authors of Du et al. (2020) present a pedestrian intent
stimation framework that can predict future pedestrian trajecto-
ies, and integrate it into a reachability-based online monitoring
nd decision making scheme. A predictive runtime monitoring
ethod for estimating future vehicle positions and the probabil-

ty of collisions with obstacles is presented in Chou et al. (2020).
heir approach combines Bayesian inference techniques and set-
alued reachability analysis to approximate future positions of a
ehicle.

TL. Similar to verification and synthesis, most monitoring tech-
iques against LTL formulas require converting the LTL formula
o an automaton. Depending on the structure of the formula, this
utomaton can be a finite state automaton, a Büchi automaton, or
Rabin automaton. Monitoring against ROTRs expressed as LTL

ormulas is performed in Esterle et al. (2019, 2020) and Rizaldi
t al. (2017). The authors of Rizaldi et al. (2017) focus on over-
aking and safe distance keeping. In Esterle et al. (2020), ROTRs
re modeled as objects called RuleMonitors, which are then used
o monitor rule compliance through simulation and comparison
gainst a public dataset. In Esterle et al. (2019), the authors
evelop an LTL offline monitoring method that does not require
he computation of a complete automaton from the specification
nd the partition of the ego vehicle’s continuous environment,
ut rather constructs a smaller automaton corresponding to a
pecific traversal of the quotient graph.

TL and MTL. As mentioned previously, STL and MTL are par-
ticularly fit for monitoring due to their quantitative semantics
(i.e., robustness functions that quantify the degree of satisfaction
or violation with respect to a formal specification). In Hekmat-
nejad et al. (2019), the authors encode the RSS model in STL,
and perform monitoring of two RSS specifications (i.e., keep-
ing a safe distance to front and side vehicles) on traffic sce-
narios from CommonRoad (Althoff, Koschi, & Manzinger, 2017)
using S-TALIRO (Annpureddy, Liu, Fainekos, & Sankaranarayanan,
2011). STL specifications for vehicle following are encoded using a
special, block-sparse Mixed Integer Programming (MIP) problem
structure in Sahin et al. (2020), which is exploited to increase the
efficiency of the computation involved in monitoring.

The authors of Aasi et al. (2021) propose STL monitoring to
ompute corrections in a two-level AV control architecture. At the
op level, simple representations of the environment and vehicle
ynamics are used to derive controllers using an MPC approach.
t the bottom level, STL runtime monitoring techniques, together
ith detailed representations of the environment and vehicle
ynamics, are used to compensate for the mismatch between the
imple models used in the MPC and the real complex models.
A runtime monitoring algorithm that checks for violations

f properties written in a future-bounded, propositional MTL
y an experimental AV is presented in Kane et al. (2015). The
lgorithm incrementally takes as input a system state, which
aps propositions to either true or false, and a MTL formula, and
agerly checks the state trace for violations. It uses an iteration
ased on dynamic programming to reduce the input formula
s soon as possible using history—summarizing structures and
ormula-rewriting-based simplifications.
8

5. Control synthesis

The control synthesis problem is to find controllers for AVs
that minimize a cost, while satisfying physical constraints and
formal rules. This section presents commonly used approaches
for formal control synthesis for AVs. We first review papers
that use automata-based techniques for control from specifi-
cations given in LTL or fragments of LTL. We then focus on
optimization-based approaches that exploit the quantitative se-
mantics (robustness) of concrete-time temporal logics such as
STL (see Belta & Sadraddini, 2019, for a review and comparison
of automata-based and optimization-based approaches to formal
synthesis) and on papers that use Control Barrier Functions (CBF)
and Control Lyapunov Functions (CLF). The most popular formal
synthesis techniques for AV control involve reachability analysis
and invariant sets, and most of this section reviews such papers.
Finally, we review papers using falsification techniques and ma-
chine learning. A summary of the reviewed papers is listed in
Table 4.

Automata-based synthesis. For formal rules written in LTL and
fragments of LTL, the formal synthesis problem can be mapped
to solving an automaton game. In short, this method is based on
translating the specification to an automaton, such as a Finite
State Automaton (FSA), Büchi automaton, or Rabin automaton,
and then combining this with a finite abstraction of the dynamics
of the system. The control strategy is generated by graph analysis,
or by solving an automaton (Büchi or Rabin) game (Belta et al.,
2017).

The authors of Vasile et al. (2017) propose a receding-horizon
approach to synthesize controllers in static environments without
any other traffic participants by solving a minimum-violation
motion planning problem. This problem is formulated given a
conflicting set of customer demands (e.g., pick up or drop off
a customer at certain locations within desired deadlines) and
ROTRs specified in scLTL. A delay penalty is associated with
meeting customer demands and is minimized in the global long-
term routing, while a lower-level RRT* (see Karaman, Walter,
Perez, Frazzoli, & Teller, 2011; LaValle & Kuffner, 2001) planner
is used to compromise between delay penalty and violating the
ROTRs, while guaranteeing safety. The scLTL specifications are
converted to deterministic automata with weighted transitions
that are used to capture the level of violation based on the prior-
ities assigned to the ROTRs. The related work in Wongpiromsarn
et al. (2021) develops an incremental sampling-based approach
to solve minimum-violation planning problems for static en-
vironments considering multiple, potentially conflicting, ROTRs
specified in si-FLTLGX that have different priorities.

Optimization-based synthesis. For formal rules written in logics
with real-time and real-valued specifications such as STL and
MTL, the control synthesis problem can be formulated as an
optimal control problem, where the cost captures traditional
objectives, such as energy spent and/or distance traveled. Vehicle
limitations, such as acceleration and turning radius, are modeled
as constraints. Boolean rule satisfactions can also be imposed
as constraints. Alternatively, rule satisfactions can be maximized
by adding weighted aggregations of their robustness values to
the cost. An example of this approach can be found in Sahin
et al. (2020), where the authors translate selected ROTRs for-
mulated as STL specifications into a set of mixed-integer and
linear constraints and solve the synthesis problem for a simplified
vehicle motion model with bounded additive uncertainty using

MIP techniques.
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Table 4
Papers organized by control approaches and application areas.

Automata Optimization CBFs& CLFs Reachabilitya Machine
learning

Falsification

Vehicle
following

Ames et al. (2014) Alam et al. (2014), Althoff
et al. (2021), Ligthart et al.
(2018), Magdici and Althoff
(2017), Nilsson et al. (2016),
Park and Özgüner (2012),
Sadraddini et al. (2017)

Lane keeping/
changing

Berntorp et al. (2017),
Hoehener et al. (2016)

Other Vasile et al.
(2017),
Wongpiromsarn
et al. (2021)

Aasi et al. (2021),
Jha et al. (2018),
Sahin et al. (2020)

Xiao et al. (2021),
Xu et al. (2018)

Berntorp et al. (2020),
Bouraine et al. (2012),
Brüdigam et al. (2021),
Danielson et al. (2020),
DeCastro et al. (2020),
Falcone et al. (2011), Gerdts
and Xausa (2013), Herbert
et al. (2017), Jalalmaab
et al. (2017), Kianfar et al.
(2013), Macek et al. (2009),
Magdici and Althoff (2016),
Parthasarathi and Fraichard
(2007), Pek et al. (2020),
Schäfer, Manzinger, and
Althoff (2021), Smith et al.
(2016), Soloperto et al.
(2019), Vanholme et al.
(2013), Wu and How (2012)

Cho et al. (2019),
Li, Rosman,
Gilitschenski,
DeCastro et al.
(2021), Mirchevska
et al. (2018), Rong
and Luan (2020),
Sadigh et al.
(2017), Shao et al.
(2021)

Corso and
Kochenderfer
(2020), DeCastro
et al. (2020),
O’Kelly et al.
(2017), Tuncali
et al. (2018, 2020)

aReachability refers to works on reachability analysis, control and positive invariant sets and ICS.
A two-level control architecture for a fully autonomous system
in a deterministic environment with real-time performance is
proposed in Aasi et al. (2021). At the top level, ROTRs formu-
lated as STL specifications are translated into MIP constraints and
imposed in a linear MPC problem defined over a simple represen-
tation of the environment and vehicle dynamics. At the bottom
level, specification-based run-time monitoring techniques, to-
gether with detailed representations of the environment and
vehicle dynamics, are used to compensate for the mismatch be-
tween the simple models used in the MPC and the real complex
models. The authors of Jha et al. (2018) propose a correct-by-
construction algorithm to control AVs under perception uncer-
tainty with probabilistic correctness guarantees specified as C2TL
formulas. By approximating C2TL constraints with a set of mixed-
integer constraints, the synthesis problem is formulated as a
scalable second-order cone program that can be solved using
off-the-shelf optimization tools.

Synthesis through CBFs and CLFs. The control synthesis prob-
lem has also been formulated as an optimal control problem in
which the satisfaction of the rule(s) and the vehicle’s state lim-
itations are enforced by CBFs, and convergence to desired states
(e.g., vehicle following) is achieved through CLFs. These ideas
are proposed in Ames et al. (2014) and used for ACC, in which
CBFs are associated with safe sets, and the inequality constraints
that ensure forward invariance of the set are imposed over the
control strategies as optimization constraints. The unified opti-
mal control problem with simultaneous safety (CBFs) and ACC
objectives (CLFs) is solved through a sequence of computationally
efficient Quadratic Programs (QPs). Building on this approach, the
authors of Xu et al. (2018) develop controllers with probabilistic
correctness guarantees for simultaneous lane keeping and ACC
obtained using fast QPs. The work in Xiao et al. (2021) uses high-
order CBFs (i.e., CBFs that can accommodate constraints with high
relative degree) to guarantee satisfaction of a set of prioritized
formal rules including lane keeping, following speed limits, and
maintaining clearance with other traffic participants.
9

Reachability techniques, invariant sets, and ICSs. Many recent
works combine reachability analysis and control techniques in
hierarchical planning architectures. These are usually composed
of a high-level route planner and a low-level controller used to
follow the constructed trajectory, while guaranteeing the sat-
isfaction of ROTRs and physical constraints of AVs. As already
stated, the reachability analysis of most papers reviewed here is
discussed in Section 3. Here, we focus on the planning and control
aspects.

Reachability techniques have been extensively investigated for
vehicle platooning (Alam et al., 2014; Park & Özgüner, 2012),
ACC (Kianfar et al., 2013), and path planning (Gerdts & Xausa,
2013) for AVs in complex, safety-critical situations. In Wu and
How (2012), the authors model obstacles as single speed, max-
imum turn-rate unicycle robots and define velocity obstacle oc-
cupancy sets as unions of the sets of all reachable points by the
obstacles. This study proves that subject to certain initial con-
ditions, an infinite-horizon iterative planner guarantees collision
avoidance for all times with respect to moving obstacles that have
constrained dynamics. The work in Liebenwein et al. (2020) uses
reachability analysis to concurrently solve compositional verifica-
tion for the local road model and synthesizes assume-guarantee
contracts to certify the safety of the given controllers. To improve
the computation time for online applications, multiple works
study offline pre-computations of reachable sets (Herbert et al.,
2017; Schürmann et al., 2017).

Control invariant sets are mainly used to guarantee the in-
definite feasibility of MPC frameworks despite limited predic-
tion horizons (Jalalmaab et al., 2017). Safety constraints normally
make the admissible domain of the MPC optimization problem
non-convex. Convexification of the safety constraint presented
in Jalalmaab et al. (2017) makes the computation of the con-
trol invariant sets fast for real-time applications. However, it
reduces the set of feasible solutions. The work in Schäfer et al.
(2021) identifies collision-free driving corridors that represent
spatio-temporal constraints for motion planning using set-based
reachability analysis. In Jalalmaab et al. (2017), look-up tables
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re generated offline to determine the control invariant sets in
eal-time (Jalalmaab et al., 2017). The work in Nilsson et al.
2016) formulates ACC specifications as LTL formulas assuming
arying velocities of the leading vehicle, and designs two syn-
hesis methods: one based on control invariant set computations
n the continuous state space domain, and one using set com-
utations on a non-deterministic finite state abstraction of the
ystem. In Soloperto et al. (2019), the authors use smooth over-
pproximations of the collision avoidance constraints and present
tube-based robust MPC framework with formal guarantees on
ecursive feasibility and satisfaction of the constraints. Synthesis
f correct-by-construction centralized and distributed ACC poli-
ies for vehicle platooning with infinite-time collision avoidance
uarantees in the presence of bounded additive disturbances
re investigated in Sadraddini et al. (2017) using robust control
nvariant sets and QP optimization. In Smith et al. (2016), the
uthors use control invariant sets for synthesizing controllers for
n AV with linear parameter-varying dynamics, ACC, and lane
eeping subsystems, which are robust against additive paramet-
ic uncertainties. The work in Hoehener et al. (2016) designs
safety supervisor for lane departure assist systems to keep
semi-autonomous vehicle in a lane using control invariance

echniques.
Positive invariant sets are augmented with state-feedback con-

trol in Berntorp et al. (2017) to guarantee collision-free closed-
loop trajectory tracking under modeling errors in overtaking and
lane-change maneuvers. The framework proposed in this study
relies on graph search to find invariant sets over a finite set
of lateral displacements on the road. A similar idea is proposed
in Berntorp et al. (2020), which integrates motion planning and
state-feedback control. The authors of Danielson et al. (2020)
investigate robust positive invariant set motion planners for
systems with persistently varying disturbances and parametric
model uncertainty. The invariant sets are parameterized using a
pre-computed input-to-state Lyapunov function.

ICS are employed in safe motion planning where a safety
checker determines whether a system motion could lead to an
ICS (Fraichard & Asama, 2004). To efficiently build a conservative
approximation of the ICS set rather than checking for collisions
for all possible future trajectories of infinite duration, the authors
of Parthasarathi and Fraichard (2007) propose a principle to select
a finite subset of the possible future trajectories through imitat-
ing maneuvers, in which the AV tries to duplicate the object’s
behavior. The works in Bouraine et al. (2012) and Macek et al.
(2009) propose a less conservative version of ICS, called braking
ICS, which is used to guarantee that a collision could occur only
when the AV was at rest.

Fail-safe maneuvers have been proposed to reach time-invariant
safe states such that safety for an infinite time horizon can be
ensured. The works in Magdici and Althoff (2016, 2017) consider
the most likely trajectory of other traffic participants for ACC con-
trol design, and maintain an emergency maneuver based on an
over-approximation of the predicted occupancy set. Cooperative
ACC is investigated in Ligthart et al. (2018), in which a pre-
defined gradual braking strategy overrides the nominal controller
to guarantee collision avoidance. In a more recent study, the
authors of Althoff et al. (2021) investigate fail-safe controllers for
ACC in various driving conditions studied in the literature, such
as full braking of the lead vehicle as well as more complex cut-in
scenarios while taking into account uncertainties.

Considering all dynamically feasible behaviors of other traffic
participants may over-conservatively limit the maneuverabil-
ity of the AV. The work in Vanholme et al. (2013) proposes a
nominal control framework for highly automated driving on high-
ways (e.g., with ACC and lane-changing functionalities), which

considers legal and reasonably foreseeable nonlegal behavior

10
of other traffic participants, and designs failure functioning
trajectories for critical situations. Legal safety is guaranteed in
Pek et al. (2020), which finds legal and dynamically feasible
behaviors of traffic participants using online reachability, and
proposes a fail-safe trajectory to a standstill state in designated
safe areas. In Brüdigam et al. (2021), the authors use Stochastic
Model Predictive Control (SMPC) to reformulate hard constraints
(e.g., for lane change and collision avoidance) in uncertain envi-
ronments into probabilistic chance constraints. A fail-safe trajec-
tory is planned using reachability analysis, which overrides the
nominal SMPC controller.

Falsification. Falsification can be used to validate safety require-
ments (Corso & Kochenderfer, 2020) and to provide guidance on
control design (Tuncali et al., 2018). A simulation-based adversar-
ial test generation framework for AVs to check closed-loop prop-
erties of autonomous driving systems has been studied in Tuncali
et al. (2020). The authors of O’Kelly et al. (2017) propose a
hierarchical control stack (including an ACC planner, trajectory
planner and trajectory tracker), to reach a goal within a fixed
time and meet selected ROTRs formulated in MTL. In that work, S-
TALIRO (Annpureddy et al., 2011) and dReach (Kong, Gao, Chen, &
Clarke, 2015) are used to evaluate the existence of a falsifying tra-
jectory under different types of uncertainty, including uncertainty
in AV’s perception and non-determinism in the dynamics of other
vehicles. In DeCastro et al. (2020), safety contracts are constructed
by alternatively using falsification to create counterexamples for
collision-free specifications, and employing them as obstacles in
a reach-avoid problem solved through reachability analysis.

Machine learning and control. The quantitative semantics (ro-
bustness function) of formal rules has enabled a growing interest
in combining machine learning techniques with TL-guided con-
trol for autonomous driving. The authors of Cho et al. (2019)
formulate urban driving ROTRs in STL and combine the benefits
of deep learning and MPC to propose controllers that can reason
about the future behavior of nearby vehicles and behave close
to human experts. Allowing relaxation of the rule constraints
up to the predicted margin to satisfaction of each rule provides
insight on the importance of rules as described in Section 2.3.
The related work Li, Rosman, Gilitschenski, DeCastro et al. (2021)
integrates a set of parametric STL rules into a neural network for
trajectory prediction. A differentiable STL robustness of the rules
is optimized using gradient techniques.

An increasing number of papers propose formal methods for
reinforcement learning in AV control. The work in Rong and Luan
(2020) proposes a hierarchical structure with a high-level deep
reinforcement learning model and a low-level (adapted RRT*)
motion planner. The reinforcement learning reward function and
the motion planner cost function are formulated using quantita-
tive robustness of LTL specifications that represent ROTRs. Learn-
ing the suitable reward function based on human’s preferences
is studied in Sadigh et al. (2017). Safeguarded reinforcement
learning for lane change AV control is proposed in Mirchevska
et al. (2018).

6. Discussion and remaining challenges

In this section, we discuss remaining challenges and directions
for future work.

Formal specifications. Even though, as shown above, formally
specifying ROTRs has received a lot of attention recently, it is
still one of the main challenges facing the AV community. Ideally,
we would like to have a computational framework allowing to

automatically map sets of traffic laws written in plain English,
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uch as state driving laws in the US, or the Vienna Convention
n Road Traffic, or the German Road Traffic Regulation, to sets of
ormal rules, such as the TLs reviewed in Section 2. This is a very
aunting task.
First, a specification language should be chosen. As already

oted, most existing works use LTL-type languages, as opposed
o branching time logics such as CTL, which are popular in the
ormal methods community. The explanation for this is most
robably that translation from natural language to LTL is easier
nd less prone to error than CTL (Memon, 2003). However, the
ew existing works that propose frameworks to translate natu-
al language to formulas of logics such as LTL (Lignos, Raman,
inucane, Marcus, & Kress-Gazit, 2014; Nikora & Balcom, 2009)
see also Brunello, Montanari, & Reynolds, 2019, for a review)
n related fields are restrictive and difficult to automate. Second,
ff-the-shelf TLs might be unnecessarily expressive, and as a
esult, the corresponding verification and synthesis algorithms
oo expensive for AVs. Defining languages that are specifically
ailored to autonomous driving is a current direction of research.
hird, based on our own experience and of others, most probably
here exists a rather small set of formal rules (primitives) in
properly chosen logic, such that any traffic law can be writ-

en as a (temporal, Boolean) combination of these primitives.
hoosing the primitives, the composition rules, and the logic, is a
hallenging and open problem.
As reviewed in Section 2, recent works propose (pre-, partial,

otal) orders and/or weights to model rule relative importance,
r priorities. The problems of trajectory selection and control
ynthesis while satisfying rule priority structures are not well un-
erstood. In particular, dealing with priorities under uncertainty
s a widely open problem. Consider, for example, the problem
f trajectory selection under classification uncertainty. Assume
here are two rules: pedestrian and parked vehicle clearance, with
he first being more important. If pedestrian classification is less
eliable than parked vehicle classification, it is not clear how to
erform trajectory selection when both pedestrians and parked
ehicles are detected.
In most traffic scenarios, parameterizing formal specifications

s challenging. For example, in pedestrian clearance, it is not
bvious what combination of vehicle distance to pedestrian and
pproach speed would not look dangerous to the pedestrian.
ome of the reviewed papers show that, when the specification
s safety, such parameters can be learned from data. When the
pecifications are formulas of LTL, STL, or MTL, the problem is
ore complicated. Works from the controls and formal methods
ommunities suggest that STL robustness can be used to find
arameters in rules with given structures by solving optimization
roblems (Asarin, Donzé, Maler, & Nickovic, 2011). More recent
orks (Bombara & Belta, 2021) show that the formula structures
an be learnt from data as well, which can prove useful for AV
pplications. For example, safely engaging a curve might require
TL combination of positions, speeds, and accelerations that

s not easy to formulate, but can be learnt from good driving
ehavior. Finally, even with known rules, specifying their relative
mportance (priorities) is a challenging problem. An encouraging
irection, supported by very recent preliminary results (Helou
t al., 2021), is to learn them from data.
Sets of ROTR formalized by translating traffic rules or by

earning from data can be inconsistent and/or incomplete. The
irst can be dealt with using priority structures, as reviewed
n Section 2.3, and corresponding iterative control schemes. An
nteresting alternative is to generate rules that are consistent and
omplete by construction. Very recently, the authors of Phan-
inh, Cai, and Murray (2019) addressed this problem using a
istributed assume-guarantee structure. However, characterizing
onsistency and completeness of sets of ROTRs is an open and
hallenging problem.
11
Verification. Most of the verification approaches reviewed here
focus on well-defined use cases for autonomous driving, such
as safe vehicle following. In such a well-defined scenario, one
can verify the system offline by making certain assumptions;
e.g., the leading vehicle is not allowed to perform a lane change.
However, when removing this assumption, a standing vehicle
could suddenly be revealed so that the ego vehicle is in an
inevitable collision state. It is necessary to be able to continuously
monitor such situations and assume that obstacles can be present
in occluded spaces. This requires to develop online verification
methods that can react to each situation appropriately—offline
verification methods are infeasible for fully autonomous driving
at the system level due to the large amount of test cases required
to obtain a meaningful coverage. Online verification methods
have to be able to consider all possible legal behaviors of sur-
rounding traffic participants to verify that the planned action
is not causing an accident. This is one of the main remaining
challenges in this area. In order to avoid requiring that online
approaches are real-time capable and that a new safe solution can
always be found, most current approaches use fail-safe maneu-
vers that are executed in case no safe maneuver can be computed
on time. Another remaining challenge is that verification methods
currently focus on safety specifications, while methods for verify-
ing more complicated rules are in their infancy. This is because in
contrast to monitoring approaches, verification methods have to
verify a system given all uncertainties. The combined challenge
of verifying complicated specifications for all possible executions
of the system and its environment is still an unsolved problem.

Synthesis. There is an increasing number of works that propose
temporal logics as formal specification languages for autonomous
driving. The methods for synthesis of control strategies from
temporal logic specifications can be roughly grouped into two
categories: automata-based and optimization-based approaches.
The first group is mostly used for LTL-type specifications, and syn-
thesis maps to solving an automaton game (e.g., Büchi or Rabin
games). This is usually expensive, and, as a result, not suited to
real-time control of autonomous vehicles. Most of the reviewed
papers in formal synthesis belong to the second category, for
which the specifications are given in concrete-time TLs, such as
STL and MTL, which have quantitative semantics. Optimization
methods can be subdivided into MIP-based and gradient-based
approaches. Computational complexity is still a limitation for
both methods. Current research is aimed at defining meaningful
and smooth convex robustness functions that can be efficiently
used in optimization. Most of existing approaches are based on
MILPs, which only apply to linear dynamics. A current research
direction is their extension to realistic vehicle dynamics. CBF-
based methods are fast but myopic, and the corresponding QPs
can easily become infeasible, which is one of the main challenges
in this approach. Another challenge and direction of future work
is designing frameworks for automatic construction of barrier
functions for a given formal rule or state constraint.

Reachability analysis remains the most used technique in AV
control. As shown in this review, various tools are available
for computing the reachable sets on arbitrary road networks,
which allows such techniques to be used for online control. How-
ever, reducing conservativeness caused by over-approximation of
reachable states, while maintaining guarantees on safety, remains
a challenge.

Uncertainty, misclassification, and sensor noise. While formal
methods for discrete systems often do not require to consider un-
certainties, this is of paramount importance for physical systems,
such as AVs. Undoubtedly, the main uncertainty arises due to
the unknown future behavior of surrounding traffic participants—
even if a traffic participant performs full braking, the ego vehi-
cle has to ensure safety. A second major source of uncertainty
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riginates from the sensing of surrounding traffic participants
hose positions, velocities, and headings are subject to mea-
urement uncertainties. This also applies to the proprioceptive
ensors of the ego vehicle, whose noise has to be considered when
redicting the maximum deviation from a planned trajectory.
esides uncertainty in physical measurements, another challenge
s dealing with misclassifications of traffic participants.

Formal verification and synthesis methods have to consider
he above-mentioned uncertainties in their entirety. In contrast,
onitoring approaches only have to evaluate a concrete evolution
f a traffic scene. For instance, when the classification of a traffic
articipant is uncertain, formal approaches require to compute
ith all remaining classification hypotheses. As a consequence,
ost formal verification and synthesis approaches compute with
ets to ensure that disturbances and sensor noise are appropri-
tely considered. The challenge here is to consider all sources of
ncertainties. While some papers focus on the uncertain future
ovements of other traffic participants, others only focus on

he tracking error of the ego vehicle when following a planned
rajectory, yet others only focus on the unknown number and
tates of occluded traffic participants. Obviously, formal verifica-
ion can only be accomplished for the real system—and not just
ts mathematical model—if all sources of uncertainty of the real-
orld are considered. To address the potential model mismatch,
everal works have developed conformance checking techniques
or autonomous vehicles (see Roehm, Oehlerking, Woehrle, &
lthoff, 2019, for a recent review). Nevertheless, this area of
esearch is underrepresented in our point of view.

. Conclusion

In this paper, we reviewed recent works that use formal meth-
ds for autonomous driving. We covered formal specifications for
ules of the road, with particular emphasis on temporal logics.
erification, monitoring, and control synthesis techniques from
uch specifications were reviewed. We restricted our attention
o ego-centric approaches and system-level methods that focus
n the behavior of an autonomous vehicle in its entirety, rather
han specific software code within the vehicle. In addition, we
ncluded a critical discussion on the field and discussed remaining
hallenges and directions for future research.
We believe this paper will be of interest to a large audience,

hich includes academia and the rapidly growing AV industry.
ontrol theorists will learn how control techniques and basic
tability concepts are used in autonomous driving. They will also
et exposure to formal methods techniques and their connection
o dynamical systems. Computer scientists working in formal
ethods will see how the expressivity of temporal logic formulas
an be exploited to formalize traffic laws. Last but not least, this
aper will be of interest to engineers working on developing
utonomous cars. We also hope that this paper will help form a
ommunity of researchers and educators interested in using tools
nd concepts from formal methods in the rapidly increasing area
f autonomous driving.
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