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Abstract— It has been shown that optimizing quadratic costs
while stabilizing affine control systems to desired (sets of) states
subject to state and control constraints can be reduced to
a sequence of Quadratic Programs (QPs) by using Control
Barrier Functions (CBFs) and Control Lyapunov Functions
(CLFs). In this paper, we employ machine learning techniques
to ensure the feasibility of these QPs, which is a challenging
problem, especially for high relative degree constraints where
High Order CBFs (HOCBFs) are required. To this end, we
propose a sampling-based learning approach to learn a new
feasibility constraint for CBFs; this constraint is then enforced
by another HOCBF added to the QPs. The accuracy of the
learned feasibility constraint is recursively improved by a
recurrent training algorithm. We demonstrate the advantages of
the proposed learning approach to constrained optimal control
problems with specific focus on a robot control problem and
on autonomous driving in an unknown environment.

I. INTRODUCTION

With increased interest in autonomous systems, optimal
control problems over long finite horizons become increas-
ingly important but challenging, especially in the presence
of both safety constraints and control limitations since they
may conflict with each other. It was recently shown that for
nonlinear control systems that are affine in controls and cost
functions that are quadratic in controls, an optimal control
problem with safety constraints can be solved through a
sequence of quadratic programs (QPs) that are implemented
on-line. Central to this approach is the notion of forward
invariance enforced using barrier functions (BF) [1], [2].

BFs are Lyapunov-like functions [3], [4], whose use can be
traced back to optimization problems [5]. More recently, they
have been employed to prove set invariance [6], [7]. Control
BFs (CBFs) are extensions of BFs for control systems that
are used to map a constraint defined over system states
onto a constraint on the control input. Recently, it has
been shown that, to stabilize an affine control system while
optimizing a quadratic cost and satisfying state and control
constraints, CBFs can be combined with Control Lyapunov
Functions (CLFs) [8] to form quadratic programs (QPs)
[1], [9] that are solved in real time. These CBFs work for
constraints that have relative degree one. A more general
form [10] for arbitrarily high relative degree constraints,
termed exponential CBF, employs input-output linearization
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and finds a pole placement controller with negative poles.
The high order CBF (HOCBF) proposed in [2] is simpler
and more general than the exponential CBF [10].

One of the remaining challenges to be addressed in the
CBF-based method includes the feasibility of the associated
QPs when both state constraints and control bounds are in-
volved. Infeasibility can be avoided by precomputing feasible
motion spaces [11] and using a receding horizon scheme as
in Model Predictive Control (MPC) [12]. Optimal control
methods can also avoid the infeasibility problem, but are hard
to implement with non-linear dynamics and constraints. Fur-
thermore, unknown environments make solving such prob-
lems even harder. Some approaches to improve feasibility for
specific applications have been proposed. As an example, for
the adaptive cruise control (ACC) problem defined in [1], the
infeasibility issue is addressed by considering the minimum
braking distance. This approach does not scale well for high-
dimensional systems. The penalty method proposed in [13]
can improve the recursive feasibility of the QPs and scales
well, but it often does not stabilize the system to desired
equilibria when “irregular” unsafe sets (defined later) are
involved. Feasibility guarantees for CBF-based QPs can also
be achieved by finding explicit sufficient conditions [14]
expressed themselves as CBFs; however, such conditions are
usually hard to find for a general problem.

The use of machine learning techniques to obtain feasible
solutions was recently proposed for legged robots. Feasibility
constraints for probabilistic models are learned in [15] based
on simplified models. Since the learned constraints are
complex, they are simplified by expectation-maximization.
Robot footstep limits are modeled as hyperplanes based on
success and failure datasets in [16]. Reinforcement learning
(RL) [17] has the potential to address the infeasibility issue
for optimal control problems, but it is difficult to quantify
infeasibility as a reward; moreover, the optimized parameters
may drive the system to a local infeasible region where a
feasible solution may never be found.

The main contribution of this paper is to address the CBF-
based QP infeasibility in avoiding all possible unsafe sets in
unknown environments using machine learning techniques.
Feasibility pertains to the CBF-associated QPs mentioned
earlier, which are used in solving a general-purpose optimal
control problem. Unsafe sets are assumed to belong to a
finite collection of sets whose geometries are known in
advance, whereas their locations are only detected during
system operation. Our approach proceeds by learning a new
feasibility constraint that guarantees feasibility. Specifically,
for each type of unsafe set, we sample the state space of
the system in its proximity, check for feasibility of the QP
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one step forward for regular unsafe sets and multiple steps
forward for irregular unsafe sets (precise definitions are
provided in the sequel), and learn a differentiable classifier
(for feasible and infeasible states) that is then added to the
set of initial constraints. We validate the effectiveness of the
proposed learning-based approach on a robot control problem
in an unknown environment, as well as on an application
in autonomous driving, in which moving obstacles (such as
other vehicles) are usually involved.

II. PRELIMINARIES

We assume the reader is familiar with the definitions of
a class K function, relative degree of a (sufficiently many
times) differentiable function or constraint, and forward
invariance of a set with respect to given dynamics; otherwise,
please refer to [2] for details.

Consider an affine control system of the form

ẋ = f(x) + g(x)u (1)

where x ∈ Rn, f : Rn → Rn and g : Rn → Rn×q

are locally Lipschitz, and u ∈ U ⊂ Rq with the control
constraint set U defined as

U := {u ∈ Rq : umin ≤ u ≤ umax}. (2)

with umin,umax ∈ Rq and the inequalities are interpreted
componentwise.

For a constraint b(x) ≥ 0 with relative degree m, b :
Rn → R, and ψ0(x) := b(x), we define a sequence of
functions ψi : Rn → R, i ∈ {1, . . . ,m}:

ψi(x) := ψ̇i−1(x) + αi(ψi−1(x)), i ∈ {1, . . . ,m}, (3)

where αi(·), i ∈ {1, . . . ,m} denotes a (m − i)th order
differentiable class K function.

We further define a sequence of sets Ci, i ∈ {1, . . . ,m}
associated with (3) in the form:

Ci := {x ∈ Rn : ψi−1(x) ≥ 0}, i ∈ {1, . . . ,m}. (4)

Definition 1: (High Order Control Barrier Function
(HOCBF) [2]) Let C1, . . . , Cm be defined by (4) and
ψ1(x), . . . , ψm(x) be defined by (3). A function b : Rn →
R is a High Order Control Barrier Function (HOCBF) of
relative degree m for system (1) if there exist (m − i)th

order differentiable class K functions αi, i ∈ {1, . . . ,m−1}
and a class K function αm such that

sup
u∈U

[Lm
f b(x) + [LgL

m−1
f b(x)]u+O(b(x))

+αm(ψm−1(x))] ≥ 0,
(5)

for all x ∈ C1 ∩ · · · ∩ Cm. In (5), Lm
f (Lg) denotes Lie

derivatives along f (g) m (one) times, and O(b(x)) =∑m−1
i=1 Li

f (αm−i ◦ ψm−i−1)(x). Further, b(x) is such that
LgL

m−1
f b(x) ̸= 0 on the boundary of the set C1∩· · ·∩Cm.

The HOCBF is a general form of the relative degree one
CBF [1], [9] (setting m = 1 reduces the HOCBF to the
common CBF form in [1], [9]), and it is also a general form
of the exponential CBF [10]. We can define αi(·) in Def. 1

to be extended class K functions to ensure robustness of a
HOCBF to perturbations [1].

Theorem 1: ([2]) Given a HOCBF b(x) from Def. 1 with
the associated sets C1 . . . Cm defined by (4), if x(0) ∈
C1∩, . . . ,∩Cm, then any Lipschitz continuous controller
u(t) that satisfies the constraint in (5), ∀t ≥ 0 renders
C1 ∩ · · · ∩ Cm forward invariant for system (1).

Definition 2: (Control Lyapunov function (CLF) [8]) A
continuously differentiable function V : Rn → R is an
exponentially stabilizing control Lyapunov function (CLF)
for system (1) if there exist constants c1 > 0, c2 > 0, c3 > 0
such that for ∀x ∈ Rn, c1||x||2 ≤ V (x) ≤ c2||x||2,

inf
u∈U

[LfV (x) + LgV (x)u+ c3V (x)] ≤ 0. (6)

Many existing works [1], [10], [18] combine CBFs for
systems with relative degree one with quadratic costs to
form optimization problems. Time is discretized and an
optimization problem with constraints given by the CBFs
(inequalities of the form (5)) is solved at each time step. The
inter-sampling effect is considered in [18]. If convergence to
a state is desired, then a CLF constraint of the form (6) is
added, as in [1] [18]. Note that these constraints are linear in
control since the state value is fixed at the beginning of the
interval, therefore, each optimization problem is a quadratic
program (QP) if the cost is quadratic in the control. The
optimal control obtained by solving each QP is applied at the
current time step and held constant for the whole interval.
The state is updated using dynamics (1), and the procedure is
repeated. Formally, the CBF-based QP is defined as follows.
We partition a time interval [0, tf ] into a set of equal time
intervals {[0,∆t), [∆t, 2∆t), . . . }, where ∆t > 0. In each
interval [ω∆t, (ω + 1)∆t) (ω = 0, 1, 2, . . . ), we assume the
control is constant (i.e., the overall control will be piece-wise
constant). Then at t = ω∆t, we solve the QP:

min
u(ω∆t),δ(ω∆t)

uT (ω∆t)Hu(ω∆t) + p0δ
2(ω∆t)

s.t. (5),u ∈ U,LfV (x) + LgV (x)u+ ϵV (x) ≤ δ,
(7)

In the above equation, H is positive definite, δ(t) is a
relaxation variable on the CLF constraint used to avoid
conflict with the HOCBF constraint, and p0 > 0 is a
penalty on the relaxation δ(t) ∈ R. This method works
conditioned on the fact that the QP at every time step is
feasible. However, this is not guaranteed, in particular under
tight control bounds (or very limited controls). In this paper,
we show how the QP feasibility can be recursively improved
by using machine learning techniques.

III. PROBLEM FORMULATION AND APPROACH

Consider an optimal control problem for system (1) with
the cost defined as:∫ tf

0

C(||u(t)||)dt+ p0||x(tf )−K||2, (8)

where || · || denotes the 2-norm of a vector; tf denotes a
given final time; and C is a strictly increasing function of its
argument (usually quadratic). K ∈ Rn is an equilibrium for
system (1) in the absence of control and p0 > 0.
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Constraint 1 (Unsafe state sets): Let S denote an index
set for unsafe (state) sets. System (1) avoids each unsafe set
j ∈ S if the state of system (1) satisfies:

bj(x(t)) ≥ 0,∀t ∈ [0, tf ],∀j ∈ S, (9)

where bj : Rn → R is a continuously differentiable function
(not a CBF or HOCBF yet).

Constraint 2 (State and control limitations): Assume we
have a set of constraints on control input of system (1) as in
(2) and on the state in the form:

xmin ≤ x(t) ≤ xmax,∀t ∈ [0, tf ] (10)

where xmin ∈ Rn and xmax ∈ Rn denote the minimum and
maximum state vectors respectively, and the inequalities are
interpreted componentwise.

A control policy for system (1) is feasible if the hard
constraints (9) and (2) are satisfied.

In this paper, we consider the following problem:

Problem 1: Find a feasible control policy for system
(1) such that cost (8) is minimized, and state constraints (10)
are satisfied.

Approach: The approach to Problem 1 proposed in [1]
is based on the approach introduced at the end of Sec. II.
Since the state is kept constant at its value at tk, a HOCBF
constraint is linear in control, thus, the optimization problem
is a QP if the cost is quadratic in the control at tk. Such a
QP can easily become infeasible since (2) may conflict with
the HOCBF constraints corresponding to (9). Depending on
how the system initial state may affect the feasibility of the
CBF-based QPs, we classify unsafe sets into two classes:

Definition 3: (Regular and irregular unsafe sets) Assume
Problem 1 is feasibile. An unsafe set Cu := {x ∈ R : b(x) <
0} considered in the QPs (7) is defined as regular if the
feasibility of all the CBF-based QPs (7) does not depend on
the initial state x(0) of system (1). Otherwise, we say that
the set is irregular.

When there are multiple unsafe sets, whether each one
is regular or not is checked one by one through the QP
(7); these can then be combined into a single QP. An
irregular unsafe set generally depends on the dynamics (1)
and corresponds to irregular shapes, such as unsafe sets with
sharp corners, in which case the system requires (locally)
large control input from the CBF-based QP to avoid corners
if the dynamics are nonholonomic; however, the CBF-based
QPs may still be feasible if the system trajectory never
approaches a corner. An example of a regular unsafe set is a
circular obstacle, and an example of an irregular unsafe set
is a rectangle for a robot with nonholonomic dynamics, as
shown in Fig. 1.

Moreover, In order to address the infeasibility problem
of the CBF-based QPs in an offline way, we first define
unsafe sets as being of the same “type” if they have the same
geometry, meaning the conditions for problem feasibility
are the same, e.g., circular unsafe sets are the same type
if they have the same radius but different locations. Let
St denote the set indexing all the unsafe set types. In an

Fig. 1. Regular and irregular obstacle (unsafe set) examples for a robot
with nonholonomic dynamics. The robot needs the same control input effort
(from the CBF-based QPs) in order to avoid the regular circular obstacle,
regardless of where the robot is initially located, as shown in example
trajectories 1 and 2. However, the robot needs larger control input effort
for trajectory 2 than the one for trajectory 1, as there are corners in the
irregular rectangular obstacle. Therefore, the feasibility of a CBF-based QP
is indeed dependent on the robot initial condition (location).

unknown environment, if unsafe set types are known, then
we can study the problem feasibility based on these types.
Otherwise, we can study the problem feasibility based on
some selected set types, and then use these types of unsafe
sets to over-approximate other unknown types; for example,
a regular circular unsafe set can be used to over-approximate
any shape of unsafe sets. In this paper, we limit ourselves to
a set of known unsafe set types (a typical application is in
autonomous driving where the vehicle types are known).

We propose a learning-based approach, specifically a clas-
sifier, to ensure the feasibility for a certain type of unsafe set.

IV. SAMPLING-BASED LEARNING APPROACH

In this section, we show how we can deal with irregular
unsafe sets as defined in Def. 3. This approach also works
for regular unsafe sets, but tends to be conservative. Recall
that the type of every unsafe set i ∈ S is already known in
an unknown environment, St denotes an index set for unsafe
set types in an unknown environment, and Sj ⊆ S, j ∈ St

denotes the index set for unsafe sets of type j.

A. Feasible and Infeasible State Sets

The QP (7) may be infeasible at a given state x(t) at
time t. The constraints in (9) form a constraint set for the
state of system (1). Without control (i.e., u(t) = 0,∀t ∈
[0, tf ]), system (1) may escape from this constraint set for a
given initial state x(0). However, if the system is controlled
with the optimal control u∗(t) from solving the QP (7), the
system may also exit this constraint set since the limited
control may not be able to prevent the system from leaving
this set when the state approaches the set boundary, which
typically happens in high relative degree systems. Then, QP
(7) becomes infeasible. The main idea of the sampling-based
learning approach is to partition the state space of system (1)
into sets in which the QP (7) is feasible or infeasible after a
certain number of time steps.

B. Sampling and Classification

As mentioned before, the system is in an unknown en-
vironment such that it only knows the types of the unsafe
sets the environment may include, but not their number and
locations. In order to make the learned feasibility constraint
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independent from the location of an unsafe set, we choose
the relative coordinate z ∈ Rn between the system and
unsafe set as one of the input features for machine learning
techniques. For example, let the system state be x :=
(x1, x2, . . . , xn). If x1, x2 denote the 2-D position of an
object in x, then we define input features z := (x1−xo, x2−
yo, x3, . . . , xn) for the machine learning techniques, where
(xo, yo) ∈ R2 denotes the 2-D location center of the unsafe
set. Along the same lines, we may also consider the relative
speed and acceleration between the system and unsafe set as
the input for the machine learning model in order to consider
moving unsafe sets.

For each type of unsafe set j ∈ St, since we only consider
the relative coordinates as the input for the learning model
as discussed above, we arbitrarily assign a location and an
orientation (if it exists) for j and randomly sample around j
to find an initial state z(0) around the unsafe set. We then
solve the QP (7) at time 0 according to the geometry of the
unsafe set:

• (i) Regular unsafe set: we solve the QP (7) at time 0
for 1 time step forward.

• (ii) Irregular unsafe set: we solve the QP (7) at time
0 for Ht ∈ N > 1 time steps forward.

Remark 1: Unlike regular unsafe sets, when dealing with
irregular unsafe sets, the system may get stuck at local traps.
This is why we extend the solution of the QP (7) to Ht > 1
time steps. In this case, any one of the Ht-step QPs becoming
infeasible will make the system fail. The local traps can
easily make the QP (7) infeasible, especially when the system
state approaches their boundary. Therefore, it is more likely
to make an inital state that is located around the local traps
belong to the infeasible set when we solve the QP (7) Ht > 1
steps forward. Then, the system may avoid the local traps if
it avoids the infeasible set, and thus improve its reachability.

If the QP (or all the QPs in case (ii)) (7) is feasible, we
label the state z(0) as +1. Otherwise, it is labelled as −1.
This procedure results in two labelled classes. We employ
a machine learning technique (such as Support Vector Ma-
chine (SVM), Deep Neural Network (DNN), etc.) with z(0)
as input to perform classification, and get a classification
hypersurface for each j ∈ St in the form:

Hj(z) : Rn → R, (11)

where Hj(z(0)) ≥ 0 denotes that z(0) belongs to the feasi-
ble set. This inequality is called the feasibility constraint.

Assuming the relative degree of (11) is γ ∈ N, we define
the set of all control values that satisfy Hj(z(t)) ≥ 0 as:

Kj
fea = {u ∈ U : Lγ

fHj(z) + LgL
γ−1
f Hj(z)u

+O(Hj(z)) + αγ(ψγ−1(z)) ≥ 0}
(12)

where ψm−1 is recursively defined as in (3) by Hj with
extended class K functions.

We define feasibility forward invariance as follows:
Definition 4: An optimal control problem is feasibility

forward invariant for system (1) if its solutions starting at
all feasible x(0) are feasible for all t ≥ 0.

Theorem 2: Assume that the hypersurfaces Hj(z),∀j ∈
St ensure 100% feasibility and infeasibility classification
accuracy. If Hj(z(0)) ≥ 0,∀j ∈ St, then any Lipschitz
continuous controller u(t) ∈ Kj

fea,∀j ∈ St renders Problem
1 feasibility forward invariant.

Proof: By Theorem 5 in [2] and Hj(z(0)) ≥ 0,∀j ∈ St,
any control input that satisfies u(t) ∈ Kj

fea,∀j ∈ St,∀t ∈
[0,∞] makes Hj(z(t)) ≥ 0,∀j ∈ St,∀t ∈ [0,∞]. Since
Hj(z),∀j ∈ St classifies the state space of system (1) into
feasible and infeasible spaces for Problem 1 with 100%
accuracy, we have that Problem 1 is feasibility forward
invariant for system (1). ■

Naturally, machine learning techniques cannot ensure
100% classification accuracy. We introduce an approach
based on feedback training to improve the accuracy in the
following subsection. In fact, if the classification accuracy is
high enough, Problem 1 may also be always feasible since
system (1) may never reach the infeasible space.

Similar to the QP (7), we have a feasible reformulated
problem at t = ω∆t (ω = 0, 1, 2, . . . ,

tf
∆t − 1):

min
u(t),δ(t)

uT (t)Hu(t) + p0δ
2(t)

s.t. (5),u ∈ U,LfV (x) + LgV (x)u+ ϵV (x) ≤ δ,

Lγ
fHj(z)+LgL

γ−1
f Hj(z)u+O(Hj(z)) + αγ(ψγ−1(z)) ≥ 0

(13)
where b(x) = bj(x), and every safety constraint of the same
type j uses the same Hj(z(t)) ≥ 0,∀j ∈ St.

C. Feedback Training

For each j ∈ St, we first sample the points without
any hypersurface (11). After the first iteration, we obtain a
hypersurface that classifies the state space of system (1) into
feasible and infeasible sets, but with relatively low accuracy.
Then we can add these hypersurfaces (11) into the QP (7)
(i.e., use (13)) and sample new data points to perform a new
classification, and obtain another classification hypersurface
that replaces the old one. Iteratively, the classification accu-
racy is improved and the infeasible set shrinks.

Since the CBF method requires the constraint to be ini-
tially satisfied, we discard the samples that do not meet this
requirement. To ensure classification accuracy, we also need
unbiased data samples. The workflow is shown in Fig. 2.
The infeasibility rate is the ratio of the number of infeasible
samples over the total times of solving the QP (7) or (13).

Fig. 2. Feedback training workflow for unsafe set j ∈ St (ε > 0 denotes
the termination threshold).
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V. IMPLEMENTATION AND CASE STUDIES

We implemented the proposed learning approach in MAT-
LAB and performed simulations for a robot control problem.
Suppose all the obstacles are of the same type but the
obstacle number and their locations are unknown to the robot,
and the robot is equipped with a sensor ( 23π field of view
(FOV) and 7m sensing distance with 1m uncertainty) to
detect the obstacles.

With x := (x, y, θ, v),u = (u1, u2), the dynamics are
defined as: ẋ = v cos θ, ẏ = v sin θ, θ̇ = u1, v̇ = u2,
where x, y denote the location along x, y axis, respectively,
θ denotes the heading angle of the robot, v denotes the linear
speed, and u1, u2 denote the two control inputs for turning
and acceleration, respectively.

We instantiate cost (8) in the form:
minu(t)

∫ tf
0

[
u21(t) + u22(t)

]
dt + p0((x(tf ) − xd)

2 +
(y(tf ) − yd)

2). In other words, we wish to minimize
the energy consumption and drive the robot to a given
destination (xd, yd) ∈ R2, i.e., drive (x(t), y(t)) to
(xd, yd),∀t ∈ [t′, tf ], for some t′ ∈ [0, tf ], as defined in (8).

The safe sets corresponding to (9) are defined as circular
(regular) obstacles

√
(x(t)− xi)2 + (y(t)− yi)2 ≥ r, ∀i ∈

S, where (xi, yi) denotes the location of the obstacle i ∈ S,
and r > 0 denotes the safe distance to the obstacle. Note that
we may have irregular obstacles when there are overlapped
circular obstacles.

The speed and control constraints (2) are defined as:
Vmin ≤ v(t) ≤ Vmax, u1,min ≤ u1(t) ≤ u1,max, u2,min ≤
u2(t) ≤ u2,max, where Vmin = 0m/s, Vmax =
2m/s, u1,max = −u1,min = 0.2rad/s, u2,max =
−u2,min = 0.5m/s2. Other parameters are p0 = 1,∆t =
0.1s, ϵ = 10.

A. Robot Control

We chose all class K functions in the definitions of all
HOCBFs as linear functions, and used SVM to classify
the feasible and infeasible sets for the QP (7) or (13). We
obtained a hypersurface for each type of obstacle, and apply
this hypersurface to the same type obstacles with unknown
locations. We only present the case of irregular obstacles due
to space limitation. With tight control bounds, the CBF-based
QP can be easily infeasible, as shown in Fig. 3.

(a) Trajectories (b) Control u1(t)

Fig. 3. The control profiles for the infeasible example with relaxation on
both control limitations. The control bound for u2(t) is satisfied.

To solve this infeasiblity problem, we apply the learning
method introduced in Sec. IV. During pre-training, we ar-

TABLE I
TRAINING RESULTS FOR THE IRREGULAR OBSTACLE

iter. QP (13) inf. rate classi. accu. train test

1 0.0811 0.8280 5k 1k(36k)
2 0.0109 0.8400 1.2k 0.8 (90k)
3 0.0021 0.9250 1k 0.2 (270k)
test1 0.0004 100k
gen.2 0 1.0000 100k
1 denotes testing results within the training data sampling space.
2 denotes testing results out of the training data sampling space.

bitrarily assign the location (xo, yo) := (20m, 35m) of an
obstacle that is the same type as j ∈ St. Then we define
z := (x−xo, y−yo, θ, v) as input for SVM with polynomial
kernel of degree 2, i.e., the kernel k(y, z) is defined as:

k(y, z) = (k1 + k2y
Tz)2. (14)

where y denotes an input vector similar to z, k1 ∈ R, k2 ∈
R.

Now, we consider an irregular obstacle that is formed
by two overlapped disks (with locations (22m, 28m) and
(31m, 19m) but unknown to the robot), as shown in Fig.
4. We apply the learning method introduced in Sec. IV to
recursively improve the problem feasibility, and possibly to
escape from local traps. We formulate a receding horizon
control of Ht = 60, and check the feasibility of all these Ht

step QPs. The 3rd training iteration is shown in Fig. 4.

Fig. 4. Feedback training at the 3rd iteration for the irregular obstacle. All
data are sampled around the obstacle (solid circle in all sub-figures). Each
sample is a four dimensional point, but is visualized in x− y plane.

As shown in Table I, the classification accuracy and the
infeasibility rate change similarly to the regular obstacle case
in each iteration. The training results in this case are shown in
Table I. We also apply this hypersurface to the robot control
problem, and test the feasibility and reachability. The QPs
(13) are always feasible on the path from the initial positions
to destinations. The obstacles are safely avoided, and the
robot can reach the destinations in most cases. We present
the results in Fig. 5(a)-(b). The robot can safely avoid the
local traps formed by these two circle obstacles, and thus,
reachability is also improved in addition to feasibility.
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(a) Trajectories case 1 (b) Trajectories case 2

Fig. 5. Robot control problem feasibility and reachability test after learning
in irregular obstacle case.

B. Autonomous Driving
In autonomous driving, the ego vehicle treats all the

other vehicles as moving obstacles. We consider the same
dynamics and constraints as in the last subsection, except
relaxing the maximum speed limit to 28m/s. We use the
sampling-based learning approach to recursively improve the
QP feasibility with respect to moving obstacles. As all the
vehicle types (such as size) are known, we can learn a
feasibility constraint for each type of vehicle, and then apply
this feasibility constraint to the QP. We fully cover the other
vehicle by a disk, and only consider the distance between
the center of the ego vehicle and the disk.

In the learning process, we take the relative position and
relative speed between the ego vehicle and the other vehicle
in both along-lane and lateral directions, and the heading
of the ego vehicle as the inputs for the SVM model (14).
The relative speed difference is sampled between 0m/s and
20m/s. The feedback learning process is similar to Table I,
but takes 6 iterations in order to achieve an infeasible rate
that is smaller than ε. In the vehicle overtaking test, we set
the initial and desired speeds for the ego vehicle as 28m/s,
while the other vehicle runs at a constant speed 16m/s. Note
that the control bounds for both u1, u2 are very tight. Without
the feasibility constraint, the QP will be infeasible at some
time instant for the ego vehicle. However, the ego vehicle
can successfully overtake the other vehicle and the QP is
always feasible with the learned feasibility constraint, as the
snapshot shown in Fig. 6.

VI. CONCLUSION

We proposed a machine learning technique for the CBF-
based QPs corresponding to optimal control problems with
safety constraints and control limitations. The learning ap-
proach can deal with both regular and irregular unsafe
sets. The simulation results on a robot control problem and
an autonomous driving case study show good feasibility
performance with the proposed approaches. Future work will
focus on dynamics and datasets affected by noise.
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