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Abstract— Monotone systems are prevalent in models of
engineering applications such as transportation and biological
networks. In this paper, we investigate the problem of finding
a control strategy for a discrete time positive monotone system
with bounded uncertainties such that the evolution of the system
is guaranteed to be confined to a safe set in the state space for
all times. By exploiting monotonicity, we propose an approach
to this problem which is based on constraint programming. We
find control strategies that are based on repetitions of finite
sequences of control actions. We show that, under assumptions
made in the paper, safety control of monotone systems does
not require state measurement. We demonstrate the results on
a signalized urban traffic network, where the safety objective
is to keep the traffic flow free of congestion.

I. INTRODUCTION

Designing control policies subject to safety constraints is a
fundamental problem in the automation of complex systems.
From a game theoretic perspective, the safety control prob-
lem, also known as safety game, is the problem of finding a
control policy that guarantees that the evolution of the system
is restricted to a safe region in the state space, regardless
of the actions taken by the adversary. The solution to this
problem involves finding a robust control invariant set [1].
Iterative computation of robust control invariant sets has been
extensively studied for linear and piecewise affine systems
[2][3], where intensive polyhedral operations are required to
carry out set iterations.

In this work, we focus on a special class of systems that
are monotone, or order preserving, and provide an alterna-
tive computational approach to the safety control problem.
monotone systems are common in models of biological,
socio-economical and transportation networks. Monotonicity,
in general, is a mathematical property that indicates a type
of order preserving law. Monotone autonomous systems are
thoroughly studied in [4]. In [5], [6], the authors introduced
monotone control systems and provided results on steady
state responses and stability.

We consider discrete time uncertain control systems that
are monotone with respect to positive orthant in the state
and adversarial inputs space. In contrast to [5], we do not
assume monotonicity with respect to controls. We do not
even require the control space to be partially ordered. On the
other hand, we assume a more restrictive form of the safety
region in the problem formulation. Our consideration of such
systems and specifications is motivated by the dynamics
of urban traffic networks [7], which are described in more
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detail later in the paper. The key result of this work is to
show that computing robust control invariant sets maps to
computing finite sequences of control actions, which we
call s-sequences. We show that repeated executions of s-
sequences are safe control policies that do not require state
feedback. We also show that, under some mild assumptions,
the existence of s-sequences is almost necessary. To the
best of our knowledge, these fundamental insights were not
established before.

Safety control of monotone systems has also been consid-
ered in [8] and [6]. However, in these papers, monotonicity
with respect to the controls was also assumed. Therefore,
the results of this paper are more general in this respect.
Set-invariance theories are also closely related to stability
analysis. In [4] and [9], the authors studied the stability
of monotone and mixed monotone deterministic systems
with no control inputs. Extending these results to monotone
systems with partially ordered adversarial inputs is relatively
straightforward, but it is not so obvious for systems with con-
trol inputs, specifically for discontinuous control admissible
sets.

This work is also related to finite state abstraction based
control of (mixed) monotone systems [10]. This approach
enables control synthesis from rich temporal logic [11]
specifications, of which safety is a special yet important
class. However, discretization of the state space is compu-
tationally expensive and its complexity grows exponentially
with respect to the size of the system. Furthermore, with
particular focus on safety specifications of the form assumed
in this paper, our results are stronger in the following ways.
First, if our approach does not find a solution to the safety
control problem, we are almost certain that a solution by
any approach does not exist. This result is rarely achieved in
finite state abstraction based control, unless a bisimulation
quotient is constructed (see, e.g, [12]). Second, we find
policies that do not require feedback, hence implementing
the control loop does not require sensing. Third, our method
is computationally more efficient.

This paper is organized as follows. We provide the neces-
sary notation in Sec. II and formulate the problem in Sec. III.
In Sec. IV, we show how to compute robust control invariant
sets and s-sequences. In Sec. V, we characterize the long
term response of the system to repeated s-sequences. In Sec.
VI, we explain the underlying assumptions and formalize the
notion of almost necessity for the existence of s-sequences.
Finally, we provide two case studies in Sec. VII.

2016 IEEE 55th Conference on Decision and Control (CDC)
ARIA Resort & Casino
December 12-14, 2016, Las Vegas, USA

978-1-5090-1837-6/16/$31.00 ©2016 IEEE 4874

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on December 31,2023 at 16:01:42 UTC from IEEE Xplore.  Restrictions apply. 



II. PRELIMINARIES

We denote the positive orthant of an n-dimensional space
by Rn+ := [0,∞)n. For two vectors a, b ∈ Rn, we define
the partial order relation � such that a � b ⇔ b − a ∈
Rn+. We denote the n-dimensional vector of all ones by 1n.
Given a vector a ∈ Rn+, the set L(a) is defined as: L(a) :={
x ∈ Rn+ | x � a

}
.

Definition 1: [13] The set S ⊆ Rn+ is a lower-set if ∀x ∈
S we have L(x) ⊆ S.

The set of lower-sets is closed under union and intersec-
tion, i.e. if the sets S1 and S2 are lower-sets, then S1 ∪ S2

and S1 ∩ S2 are also lower-sets.

III. PROBLEM STATEMENT AND APPROACH

A. Motivating Application: Urban Traffic Networks

An urban traffic network is usually modeled as a directed
graph, where its edges and vertices represent traffic links
and junctions, respectively. An example of an urban traffic
network is shown in Figure 1. We adopt the discrete time
fluid-like vehicular flow model from [7], which is briefly
explained in Sec. VII-B. The control input is the set of
red/green light decisions at the junctions and the adversarial
inputs are the numbers of exogenous vehicles arriving in each
link in one time step. An upper bound for the adversarial
input of each link is assumed to be known. From a game
theoretical view, the aim of the adversary is to congest the
network, while the winning condition for the player is to
keep the links free of congestion.

Monotonicity in traffic networks indicates that given a
fixed sequence of control actions, an increase in the vehicular
occupancy of some link leads to subsequent higher or at
least equal level of occupancy in the whole network at later
times. However, traffic networks are not fully monotone.
It is shown in [9] that under a first in first out (FIFO)
rule, monotonicity does not hold at diverging junctions. For
instance, consider the flow in links 2, 3, 10 in Figure 1. If
the number of vehicles on link 3 is near its capacity, then
it limits the vehicular flow from link 2. On the other hand,
under FIFO policy, the flow of the vehicles from link 2 to 10
is also impeded. Consequently, an increase in the occupancy
of link 3 may actually decrease the occupancy of link 10.
The authors in [9] studied this phenomenon and showed
that traffic networks are mixed monotone, which is a weaker
property than monotonicity.

We desire that links do not impede the vehicular flow from
their upstream links, i.e. the situation described above never
happens. In other words, we desire the traffic network to be-
have as a monotone system. The set of states that correspond
to monotone dynamics is called monotone region, which is
straightforward to show that is a lower-set in the state space,
i.e. it always favors less amount of vehicles. Therefore, it is
practically meaningful to design a control strategy that keeps
the traffic dynamics monotone, which literally means free of
congestion. From safety control perspective, the safe set is
defined as the monotone region (or a subset of the monotone
region, as the whole monotone region might require a large
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Fig. 1. An urban traffic network. Each directed edge 1 − 12 represents
a one-way road. The vertices a − f are junctions. The control input is
a 6-dimensional tuple, where each component represents the decision for
the traffic light at each junction from the set {NS,EW}, where NS and
EW stand for the actuation of the vehicular flow in the north-south and
the east-west directions, respectively.

number of equations to characterize). In addition, since the
model in [7] is a hybrid system, restriction to this type
of safe sets discards a substantial amount of modes that
are capturing the non-monotone behavior. As a result, the
equations governing the evolution in the safe set (monotone
region) are much simpler than the dynamics of the system
in the whole state space. This issue is discussed further in
the case study at the end of the paper.

B. Problem Formulation

We consider discrete time systems in the form of

x+ = f(x,w, u), (1)

where x ∈ Rn+ is the state, w ∈ W is the adversarial input
and u ∈ U is the control input from an admissible set U . We
assume that the set W ⊂ Rm+ is a rectangle in the form of:

W = L(w∗), (2)

which is a reasonable assumption for many networked sys-
tems where the components of the adversarial inputs are
stochastically independent. Note that any setW can be over-
approximated by a L(w∗). We do not make any restrictive
assumptions on U . For instance, U is an index set in an urban
traffic network.

Definition 2: System (1) is monotone with respect to Rn+
if for all x1 � x2, w1,� w2:

f(x1, w1, u) � f(x2, w2, u), ∀u ∈ U . (3)
We assume that system (1) is monotone with respect to Rn+,
which we refer to simply as monotone in the rest of the
paper 1. Apart from this property, we do not further restrict
the function f : Rn+ ×W × U → Rn+. In particular, we are
interested in hybrid systems. For example, the urban traffic
model in [7] is a piece-wise affine hybrid system. See Sec.
VII for further details.

We wish to restrict the evolution of the state of the system
to a user-defined set, which is referred to as safe set in the
rest of the paper. We assume that safe sets are lower-sets.

1although the term cooperative is used for monotone dynamics with
respect to the positive orthant, we avoid using this term for control systems
as it may cause confusion with the terminology in multi agent systems.

4875

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on December 31,2023 at 16:01:42 UTC from IEEE Xplore.  Restrictions apply. 



This is a restrictive assumption that is specifically motivated
by the nature of the urban traffic networks and is also closely
related to the stabilization of monotone systems in the first
orthant. The problems formulated in [8] and [6] consider a
more general form of safe sets that are not necessarily lower-
sets. In this paper, we consider the following problem:

Problem 1: Given a monotone system (1) and a lower-
set safe-set S ⊂ Rn+, find a set of initial conditions and a
control strategy such that the evolution of the system, for
any sequence of admissible adversarial inputs, is confined to
S for all times.

The solution to the problem above involves computation
of a set Ω ⊆ S and a control policy h : Ω → U , such that
the evolution of the system is restricted to Ω. The set Ω
is a robust control invariant set (RCIS), which is formally
defined in Sec. IV. We may also find the maximal robust
control invariant set (MRCIS), which corresponds to the
complete solution to Problem 1. However, finding MRCIS is
not always computationally practical. Instead, we focus on a
more tractable solution with some possible conservativeness.
The main drawback of conservativeness is that if we can not
find a RCIS, we can not claim that the MRCIS is non-existent
(empty). We investigate the limitations of our approach in
Sec. VI. Informally, we show that if our approach is not
able to find a RCIS (a solution to Problem 1), it is very
likely that MRCIS is empty (there does not exist a solution
to Problem 1).

IV. ROBUST CONTROLLED INVARIANT SET

In this section, we explain how to find a RCIS inside the
safe set S. We begin with the definition of RCIS. Next, we
focus on MRCIS and explain its geometrical features and
computational limitations. Then the key method of this paper
is presented.

Definition 3: Given system (1), the set Ω ⊆ R is RCIS if
and only if:

∀x ∈ Ω,∃u ∈ U s.t. f(x,w, u) ∈ Ω,∀w ∈ W.
The following statements are well known results (see, e.g.,
[2]) that are stated without proof.

Proposition 1: If Ωi, i = 1, · · · , nΩ are RCISs, then⋃
i Ωi is also a RCIS.
Proposition 2: If there exist a RCIS Ω, then there exist a

unique MRCIS Ω∞ such that Ω ⊆ Ω∞.
Implementing the MRCIS fixed point algorithm for a

hybrid system is computationally intensive and is limited to
very small systems subject to convex sets (see, e.g., [2] for
discussion) . Specifically, computing the robust predecessor
involves set projection that is computationally challenging
for complex systems. Moreover, finite termination is not
guaranteed and early termination does not result in a RCIS
(a solution to Problem 1). Instead, we exploit monotonicity
to introduce a new approach. The following lemma is the
key idea of the paper.

Lemma 1: If there exist x0 ∈ S and a control sequence
u0, u1, u2, · · · , uN−1 such that

xk+1 = f(xk, w
∗, uk), k = 0, · · · , N − 1 (4)

satisfies the following conditions: 1) xk ∈ S, 2) ∃k∗ such
that. xN ∈ L(xk∗), then the set

Ω =

N−1⋃
k=0

L(xk) (5)

is a RCIS inside S.
Proof: We show that for any point in Ω, there exist a

control such that for all adversarial inputs, the successor is in
Ω. For all x′ ∈ Ω,∃p ∈ {0, 1, · · · , N − 1} s.t. x′ ∈ L(xp).
Now we apply up. Monotonicity implies f(x′, w, up) �
f(xp, w

∗, up) = xp+1. Therefore, f(x′, w, up) ∈ L(xp+1).
But we know that L(xp+1) ⊂ Ω for all p = 0, · · · , N − 1,
where L(xN ) ⊆ L(x∗k) ⊂ Ω follows from condition (2).
Therefore, f(x′, w, up) ∈ Ω.

Lemma 1 motivates the following definition:
Definition 4: An s-sequence is a finite length sequence of

controls, denoted by:

us := (u∗0, u
∗
1, u
∗
2, · · · , u∗T−1), (6)

where there exist x∗0 ∈ S such that x∗T � x∗0, where T is
the length of the sequence and x∗k+1 = f(x∗k, w

∗, u∗k), x∗k ∈
S, 0 ≤ k ≤ T − 1.
The conditions in the definition above can be formulated as
the set of the following constraints: x∗k ∈ S, 0 ≤ k ≤ T − 1,

x∗k+1 = f(x∗k, w
∗, u∗k),

x∗T � x∗0.
(7)

The theorem below immediately follows from Lemma 1.
Theorem 1: If (x∗k, u

∗
k), 0 ≤ k ≤ T − 1, is a fea-

sible solution to the set of constraints (7), then us =
(u∗0, u

∗
1, u
∗
2, · · · , u∗T−1) is an s-sequence and the set

Ω∗ :=

T−1⋃
k=0

L(x∗k) (8)

is a RCIS inside S.
We now explain how to use the theorem above and find

an s− sequence. If T is fixed, finding a solution for (7) is
a feasibility problem. One way to approach this problem is
formulating (7) as an satisfiability modulo theories (SMT)
problem. There exist powerful SMT solvers that are able to
handle nonlinearities in the constraints [14]. An alternative
approach is formulating (7) as the constraints of an optimiza-
tion problem, where the cost function aims to maximize a
notion of size for the set Ω∗. For instance, the following
optimization problem:

u∗k, x
∗
k = argmax ‖x∗0‖1 ,

s.t. Eqn. (7), (9)

provides a feasible solution to (7) where L1 norm of x∗0 is
maximized. As opposed to the iterative procedure in [2], we
are able to find a RCIS for system (1) by solving a single
optimization problem.

The dynamics of a large class of systems can be written
as mixed integer constraints. In particular, piecewise affine
hybrid systems and safe sets that are unions of polyhedra
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(not necessarily convex) can be encoded using mixed integer
linear constraints (see, e.g., [15]). Therefore, the optimization
problem above can be written as a mixed integer linear pro-
gramming (MILP) problem, which is solved using efficient
state of the art solvers. If (1) is a linear system and S is a
polyhedron, then (9) is solved in polynomial time. Otherwise,
the time required for solving (9) grows polynomially with
respect to the size of system (1) and exponentially with
respect to T and the number of integer constraints (e.g., the
number of modes of the hybrid system).

If the set of constraints (7) is infeasible, one has to change
T to search for feasibility. Algorithmically, we start from
T = 1 and implement T ← T +1 until (7) becomes feasible
and a solution to Problem 1 is obtained. Large values of T
makes finding a feasible solution for (7) impractical. In Sec.
VI, we establish a relation for the necessity of the existence
of s-sequences.

V. PERIODIC ORBITS AND ATTRACTIVE SETS

In the last section, we provided a solution to Problem 1: Ω∗

is the set of initial conditions and the control strategy is based
on s-sequences. In this section, we characterize the infinite
time system response to the repetitions of an s-sequence and
show its relation to controlled periodic orbits and attractive
sets.

Lemma 2: Let us = (u∗0, · · · , u∗k) be the s-sequence that
corresponds to x∗0 ∈ S. Then the trajectory of the following
system:

x∗cT+k+1 = f(x∗cT+k, w
∗, u∗k), c = 0, 1, · · · , 0 ≤ k ≤ T − 1,

(10)
converges to a periodic orbit, i.e. limc→∞ x∗cT+k exists.

Proof: It follows from the definition of s-sequences that
x∗T � x∗0. Monotonicity implies:

x∗T+1 = f(x∗T , w
∗, u∗0) � f(x∗0, w

∗, u∗0) = x∗1,
...

x∗2T = f(x∗2T−1, w
∗, u∗T−1) � f(x∗T−1, w

∗, u∗T−1) = x∗T .
(11)

By continuing the argument above we draw the conclusion
that: x∗(c+1)T+k � x

∗
cT+k, c = 0, 1, · · · . Therefore, each vec-

tor component of the following sequence is non-increasing:

x∗k, x
∗
T+k, x

∗
2T+k, · · · , x∗cT+k, (12)

and it is already known that is lower bounded (by the origin).
As a result, it follows from the monotone convergence
theorem [16] that the limit c→∞ exists. We denote:

x∞k := lim
c→∞

x∗cT+k. (13)

As a result, f(x∞T−1, w
∗, u∗T−1) = x∞0 and the trajectory of

(10) converges to x∞0 , x
∞
1 , · · · , x∞T−1.

We introduce the following repetitive sequence:

us := (u∗0, u
∗
1, · · · , u∗T−1). (14)

The sequence above is basically the control strategy. Its
applicability solely requires the initial condition to be in
L(x∗0) (it is straightforward to see from the proof of Lemma

1 that L(x∗0) is reachable from any point in Ω∗). In other
words, our solution to the control strategy in Problem 1
is unexpectedly a simple policy that does not require state
feedback.

Theorem 2: If x∗k, u
∗
k, 0 ≤ k ≤ T−1, is a feasible solution

to (7), then the set

Γ =

T−1⋃
k=0

L(x∞k ), (15)

is an attractive set for all the trajectories of system (1)
starting from L(x∗0) under the control strategy (14).

VI. NECESSITY OF EXISTENCE OF S-SEQUENCES

In the last sections, we showed that the existence of s-
sequences is sufficient for providing a solution to Problem
1. In this section we provide a fundamental result on the
necessity conditions for the existence of s-sequences. We
show that, under some assumptions, the existence of s-
sequences is almost necessary.

Assumption 1: The safe set S is bounded.
Assumption 2: (Strict monotonicity with respect to the

adversarial inputs) There exist α > 0 such that for all
x ∈ Rn+, u ∈ U and w1, w2 such that w1 + ε1n � w2,
where 1n is a n-dimensional vector of all ones and ε > 0,
the following relation holds:

f(x, u, w1) + αε1n � f(x, u, w2). (16)

We now use the assumptions above to provide the key idea
of this section.

Lemma 3: If there exist a robust safety control strategy
u = h(x), h : Ω → U , such that the trajectory of system
(1) with W = L(w∗) is restricted to S, then there exist
at least one s-sequence with length T for system (1) with
W = L(w∗ − 1nε), ε ≤ ‖w‖∞, such that

T ≤ c

(αε)n
, (17)

where c is a constant solely depending on S, 0 < ε < w∗,
and α is defined in Assumption 2.

Proof: (sketch) Consider a uniform grid over the set
S with cube cells of length ε. The number of cells N is
proportional to 1

εn , so we let N = c
εn , where c depends on

the shape of S. Now consider a safe trajectory for system
xk+1 = f(xk, w

∗
k, uk) such that the trajectory does not meet

the conditions in Lemma 1. By the virtue of the pigeonhole
principle, after N + 1 points obtained from the trajectory,
there exist a cell that contains at least two points. In other
words, without loss of generality, by redefining x0 as the
earlier point in the cell, there exist T ≤ N such that

xT − x0 � ε1n. (18)

If the same control sequence, u0, u1, · · · , uT−1, is applied to
the system x′k+1 = f(x′k, w

∗
k− 1nε, uk), x′0 = x0, it follows

from Assumption 2 that

x′T + αε1n � xT . (19)
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By comparing (18) and (19), we obtain that x′T � x0, which
indicates that (u0, u1, · · · , uT−1) is an s-sequence for system
(1) where W = L(w∗ − 1nε) and the following bound is
obtained: T ≤ c

(αε)n .
Provided that Assumption 1 and Assumption 2 are true,

the existence of an s-sequence is almost necessary for the
existence of a solution to Problem 1 in the sense that: if an
s-sequence of length less than T is not found for the system
(1) with L(w∗), then there does not exist a robust safe control
strategy for the system (1) withW = L(w∗+1nε) such that
ε ≥ A

T
1
n

, where A is a constant independent of ε. The lemma
above addresses the concern of searching for very long s-
sequences. Starting from T = 1 and ending at some T that
is beyond our computational resources, without having an
s-sequence found, we know that the existence of a solution
to Problem 1 is highly unlikely. Informally, such a policy, if
exists, is fragile, in the sense that, a slight increase in the
adversarial inputs makes the policy invalid.

We conclude this section by mentioning that the results
of this section are still theoretical and preliminary. We did
not explain how to determine α for a monotone system.
Furthermore, the approach based on the number of cells in
a uniform grid may lead to very wide bounds that seem
conservative for practical use.

VII. CASE STUDIES

In this section, we provide two case studies. The first
case study is an academic example in two dimensions hence
it is convenient to graphically illustrate the results. The
second case study is of practical interest, where we apply
our methods to the urban traffic network shown in Fig. 1.

A. Case Study 1: Two-mode planar hybrid system

Consider (1) to be the following system in R2
+:

f(x,w, u) =

{
A1x+ w, u = 1,
A2x+ w, u = 2,

where x = (x1, x2)T , w ∈ L(w∗), w∗ = (0.2, 0.1)T , and

A1 =

(
1.5 0.1
0.2 0.5

)
, A2 =

(
0.7 0.1
0.1 1.1

)
.

The system above represents a two-mode hybrid (switched)
system with additive disturbances where the control input
set is U = {1, 2}. Note that if u is fixed, trajectories grow
unbounded. We wish to find a control policy that restricts
the evolution of the system to the safe set

S =
{
x
∣∣x1 + x2 ≤ 50

}
,

which is a triangular lower-set. We setup the optimization
problem (9) as a MILP. Using the Gurobi MILP solver [17],
we find that the smallest T that renders the MILP feasible is
T = 7. The solution is found almost instantly on a personal
computer. The following s-sequence is obtained:

us = (1, 2, 2, 1, 2, 2, 2).

We find the RCIS Ω using (8). As explained in Sec.
V, by applying the control sequence (1, 2, 2, 1, 2, 2, 2) to

x∗k+1 = f(x∗k, w
∗, u∗k), we arrive at the periodic orbit

x∞0 , · · · , x∞6 , x∞0 , where x∞0 = (13.62, 27.78)T . The attrac-
tive set Γ is found using (15). We also simulate a trajectory
of system xk+1 = f(xk, w, u

∗
k). The values of w are drawn

from a uniform distribution over L(w∗). The results are
illustrated in Fig. 2.

B. Case study 2: Urban traffic network

First, we explain the details of the model in [7]. Let L
and J represent the set of links and junctions, respectively.
Link l is characterized by its tail junction τ(l) ∈ {J ∪ ∅}
and head junction η(l) ∈ I, where τ(l) = ∅ indicates that
link l is an entry link to the network. We say that link k is
a downstream link for l if η(l) = τ(k). Similarly, link l is
an upstream link for k. For simplicity, we consider networks
in which all links are either in north-south (NS) or east-
west (EW ) directions. We denote the direction of link l by
dir(l) ∈ {NS,EW}. The traffic light at junction j ∈ J is
denoted by u(j) ∈ {NS,EW}. The control input is a |J |
dimensional tuple representing all the traffic lights in the
network. The state is x ∈ Rn+, where n = |L| and x(l) is the
number of vehicles on link l. The number of vehicles that
flow out of link l in one time step, denoted by z(l), is:

z(l) =

 min

(
x(l), c(l), min

k,η(l)=τ(k)
slk

)
, u(η(l)) = dir(l),

0, otherwise,
(20)

where c(l) is the maximum outflow of vehicles from l in one
time step and slk is the supply available from downstream
link k to l. The FIFO-based model for supply is slk =
αlk

βlk
(x(k),cap − x(k)), where αlk ∈ [0, 1] is the capacity ratio

of k dedicated to l, βlk ∈ [0, 1] is the ratio of flow turning
from l to k and x(k),cap ∈ Rn+ is the vehicular capacity of
link k. Monotonicity does not hold when supply limits the
flow at diverging junctions. Therefore, by restricting the state
to the following rectangular safe set:

S =

{
x
∣∣x(l) ≤ x(l),cap − max

k,η(k)=τ(l)
slk

}
, (21)

which is a union of polyhedra (non-convex) characterizing
congestion-free flow. The controller guarantees that slk is
never the minimizer in (20). As a result, (20) becomes:

z(l) =

{
min

(
x(l), c(l)

)
, u(η(l)) = dir(l),

0, otherwise.
(22)

The discrete time evolution of x(l) is given by:

x(l),+ = x(l) − z(l) + w(l) +
∑

k,η(k)=τ(l)

βklz
(k), (23)

where w(l) ∈ [0, w(l),∗] is the adversarial input correspond-
ing to link l. It is straightforward to check that ∂x(l),+

∂x(l) ∈
{0, 1}, ∂x(l),+

∂x(k) ∈ {0, βkl}, ∂x(l),+

∂w(l) = 1 and ∂x(l),+

∂w(k) = 0.
Therefore, the evolution of each state component is mono-
tone with respect to the state and adversarial inputs. Finally,
in a compact form, the evolution can be written in the form
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Fig. 2. Case Study 1: (Left) The blue region is RCIS Ω∗ inside the green region S. The red points at the corners of the boxes are x∗k, 0 ≤ k ≤ 6. (Middle)
The cyan region is the attractive set Γ. The corner red points are x∞k , 0 ≤ k ≤ 6. (Right) The trajectory of system (1) starting from x0 = (10, 32) under
the control strategy (14). It can be seen that the trajectory reaches Γ and stays there forever.

TABLE I
TRAFFIC LIGHTS AT JUNCTIONS CORRESPONDING TO THE S-SEQUENCE

junction u∗0 u∗1 u∗2 u∗3 u4∗
a NS EW NS NS EW
b NS NS EW EW EW
c NS EW NS EW NS
d NS EW NS NS EW
e NS NS EW EW EW
f NS EW NS EW NS

Fig. 3. Case Study 2: The trajectory of x∗k+1 = f(x∗k, w
∗, u∗k) converges

to a periodic orbit.

(1). We wish to find a control policy for the urban traffic
network shown in Fig. 1 such that the state is always in S.
The network parameters are available in the long version of
the paper 2. We formulate (9) as a MILP. The smallest T for
which an s-sequence is found is T = 5. The time required to
solve the MILP using Gurobi is 79 seconds on a 3GHz Core
i7 MacBook Pro. In comparison to finite state-based safety
game implemented in [18], a problem of this size (12 links,
6 junctions) is intractable, unless a very coarse partitioning
of the state space is considered.

Table II shows the traffic light at each junction for each
control input in (u∗0, u

∗
1, u
∗
2, u
∗
3, u
∗
4). We obtain a RCIS and

an attractive set that lie in R12
+ . As explained in Sec. VI, we

can simulate the system x∗k+1 = f(x∗k, w
∗, u∗k) to obtain the

periodic orbit, which is illustrated in Fig. 3. A trajectory of
the system starting from x∗0 with w chosen from a uniform
distribution over L(w∗) is also shown in Fig. 4. Note that all
the components of the trajectory in Fig. 4 are upper bounded
by their corresponding values in the trajectory in Fig. 3.
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