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Probabilistic Satisfaction Guarantees
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Abstract—We describe a computational framework for auto-
matic deployment of a robot with sensor and actuator noise from
a temporal logic specification over a set of properties that are sat-
isfied by the regions of a partitioned environment. We model the
motion of the robot in the environment as a Markov decision pro-
cess (MDP) and translate the motion specification to a formula of
probabilistic computation tree logic (PCTL). As a result, the robot
control problem is mapped to that of generating an MDP control
policy from a PCTL formula. We present algorithms for the syn-
thesis of such policies for different classes of PCTL formulas. We
illustrate our method with simulation and experimental results.

Index Terms—Motion planning, probabilistic computation tree
logic (PCTL), stochastic control.

I. INTRODUCTION

OTION planning is a rich field, and many textbooks
M (e.g., [3]) describe the variety of available algorithms.
Early studies of motion planning considered only the geometry
of the robot and environment, together with simple point-to-
point tasks. As the field has evolved, methods, such as tree-
based techniques [4], [5] and layered planning [6], have made
motion planning possible even for systems with complex dy-
namics [7]-[9]. However, the “classical” motion planning spec-
ifications remain simple and are given as “go from A to B and
avoid obstacles,” where A and B are two regions of interest in
some environment.

Recently, there has been increasing interest in developing
computational frameworks allowing planning for more compli-
cated tasks. Increased expressivity is necessary in specifications
that require reaching one of a set of goals (“go to either A or
B”), convergence to a region (“reach A eventually and stay
there for all future times”), visiting targets sequentially (“reach
A, and then B, and then C”’), surveillance (“reach A and then B
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infinitely often”), or the satisfaction of more complicated tem-
poral and logic conditions about the reachability of regions of
interest (“Never go to A. Do not go to B unless C or D were
visited”). To accommodate such specifications, in [10]-[14],
the authors suggested the use of temporal logics, such as lin-
ear temporal logic (LTL) and computation tree logic (CTL) as
motion-specification languages. In [11], the authors augment the
tree-search framework with LTL trajectory properties. In [12]
and [13], the authors generate trajectories that satisfy LTL spec-
ifications on the sequence of regions that are visited by a robot
by using controllers that could drive the robot between adja-
cent regions. In [14], the authors combine receding horizon
planning with LTL motion planning. Generally, temporal logic
motion planning and control are achieved based on algorithms
that are inspired from model checking [15] and temporal logic
games [16].

Most of the existing formal synthesis approaches are based
on abstracting the robot motion in a partitioned environment to
a finite transition system [15]. They operate under two funda-
mental assumptions. First, the transition system is either purely
deterministic, in which each control action gives rise to a unique
transition from each region, or purely nondeterministic, in which
control actions enable possibly several transitions, with no in-
formation on the likelihoods of those transitions [17]. Second,
the robot is able to determine its position in the environment
precisely. Unfortunately, in real-world systems, noise in the ac-
tuators and sensors can invalidate both of these assumptions.
In general, one must deal with a partially observed Markov
decision process (POMDP) describing the motion of the robot
in the environment. For basic region-to-region tasks, numer-
ous algorithms exist to determine a robot control strategy for a
POMDP model [18]-[20]. For more complicated tasks, proba-
bilistic counterparts to temporal logics exist for specifying the
task [21]-[23]. However, the problem of generating a control
strategy for a POMDP by a formula in such a logic remains
unsolved.

We focus on a simpler version of this problem. We consider
a robot that moves in a partitioned environment by applying
a given set of motion primitives allowing it to steer between
adjacent regions. Because of sensor and actuation noise, while
applying an available motion primitive at a region, the robot can
transit to more than one adjacent region. We assume that the
probabilities of these transitions are known and the robot can
determine its current region precisely. In indoor environments,
the latter assumption is not overly restrictive since simple envi-
ronment modifications can be made to enforce it, such as placing
a large number of radio-frequency identification (RFID) tags.
In previous work, we solved this problem by abstracting the
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Fig. 1.

Robotic indoor environment. (Left) iRobot Create mobile platform that is equipped with a laptop, a laser range finder, and RFID reader moves autonomously

through the corridors and intersection of an indoor-like environment, whose topology can be easily reconfigured by moving the foam walls and (right) robot

closeup.

robot motion to an MDP and deriving an algorithm to syn-
thesize control strategies for a small segment of probabilistic
computation tree logic (PCTL) formulas, namely those contain-
ing only a single temporal operator “until.” To define the states
of the MDP, we used the regions that are given by the partitioned
environment and found the transition probabilities by using a
Monte Carlo method. We derived the control synthesis algo-
rithm through infinite horizon dynamic programming methods.
A similar approach was taken in [24] to solve for a probabilistic
reachability motion planning problem (equivalent to the basic
“until” temporal operator available in the PCTL) with a different
MDP abstraction technique. In particular, in [24], the authors
combined a roadmap representation of the configuration space
with a stochastic model of the robot motion to build a stochas-
tic motion roadmap. While the underlying synthesis methods
in that work and in this paper are similar, the framework that
we defined in [1] and build on here allows for significantly
more expressivity in the specification of the tasks. We extended
our approach in [2] to support additional PCTL formulas with
multiple and different temporal operators.

In this paper, we complete the effort that was started in [1]
and [2] and present the entire MDP control synthesis algorithm
from PCTL formulas that include Boolean operators, tempo-
ral operators, expected cost operators, and any combinations
thereof. We can also accommodate nested probabilities, which
allow for complex specifications, such as “Eventually reach A
and then B with probability greater than 0.9, while always avoid-
ing the regions from which the probabilities of converging to C
is greater than 0.2” and “Eventually reach a region from which
the probability of converging to A is 0.8, while minimizing the
total amount of travel time.” In short, given a specification as a
PCTL formula, the algorithm returns the maximum probability
or the minimum cost of satisfaction and a control strategy that
achieves this probability or cost. Our algorithm uses subalgo-
rithms corresponding to each temporal operator as the building
blocks for the construction of a control strategy from a formula
with multiple temporal operators. The most computationally

expensive subalgorithm requires solving a linear programming
problem.

The contribution of this study is threefold. First, we present
the algorithms for MDP control synthesis from PCTL formu-
las in a unified way. While the building blocks of our control
synthesis algorithm are based on an adaptation of the existing
PCTL model checking algorithms [25], the synthesis approach
to PCTL formulas with more than one operator and the frame-
work are, to the best of our knowledge, novel and quite general.
Second, we develop a framework for automatic robot deploy-
ment from temporal logic specifications with probabilistic sat-
isfaction guarantees, which combines experiments, simulations,
and statistical hypothesis testing with the synthesis algorithms
that are mentioned earlier. Third, we illustrate the method in our
Robotic InDoor Environment (RIDE) [26], in which an iRobot
Create platform that is equipped with RFID readers, and a laser
range finder moves autonomously through the corridors and
intersections of an easily reconfigurable environment.

The remainder of the paper is organized as follows. In
Section II, we formulate the problem and state our approach. In
Section III, we formally define an MDP, a probability measure
over paths of an MDP, and the specification language PCTL.
The MDP control synthesis from PCTL formulas and the issues
of conservatism and complexity of the algorithms are discussed
in Section IV. The results of experimental and simulation case
studies are included in Section V. The paper is concluded with
final remarks in Section VI.

II. PROBLEM FORMULATION AND APPROACH

Consider a robot moving in a partitioned environment. We
assume that the robot is programmed with a small set of feed-
back control primitives allowing it to move inside each region
and from a region to an adjacent region. We make the natural
assumption that these control primitives are not completely re-
liable. In other words, if, at a given region, a control primitive
that is designed to take the robot to a specific adjacent region
is used, it is possible that the robot will instead transition to a
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Fig. 2. Schematic representation of the environment from Fig. 1. Each region
has a unique identifier (C, ..., Cy for corridors and ;. ..., I5 for intersec-
tions, respectively). The properties that are satisfied at the regions are shown
between curly brackets inside the regions S = Safe, R = Relatively safe, U =
Unsafe, M1 = Medical supply 1, Mo = Medical supply 2, D1 = Destination
1, and D1 = Destination 1. The numbers that are shown at the boundaries
between corridors and intersections indicate the positions and tag numbers of
the RFID tags.

different adjacent region. We assume that the probabilities of
these transitions are known and that the robot can precisely de-
termine its current region. We consider the following problem.

Problem 1: Given a motion specification as a temporal logic
statement about properties that are satisfied by the regions in
a partitioned environment, find a robot control strategy that
maximizes the probability of satisfying the specification.

Consider, e.g., an environment with the schematic represen-
tation that is shown in Fig. 2. The regions are corridors and in-
tersections, which are identified by C,...,Cy and I4, ..., I5,
respectively. There are six properties of interest about the re-
gions: Safe (the robot can safely drive through a corridor or
intersection with this property), Relatively safe (the robot can
pass through the region but should avoid it if possible), Unsafe
(the corresponding region should be avoided), Medical supplies
1 and 2 (there are medical supplies of type 1 and 2 in the re-
gions that are associated with these properties, respectively), and
Destinations I and 2 (regions to be visited). Some examples of
temporal logic motion specifications are as follows.

Specification I : Reach Destination I by driving through either
only Safe regions or through Relatively safe regions only if
Medical Supply 1 is available at such regions.

Specification 2: Reach Destination I by going through the
regions from which the probability of converging to a Relatively
safe region is less than 0.50 and always avoiding Unsafe regions.

Specification 3: Reach Destination 1 by driving through re-
gions that are Safe or at which Medical supply 2 is available,
and then with the probability greater than or equal to 0.50 reach
Destination 2 by avoiding Unsafe regions and regions that are
Relatively safe but do not have Medical supply 1.
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Specification 4 : Eventually, visit Destination I and then, with
the probability greater than 0.9, reach Destination 2, while
avoiding Unsafe regions by minimizing the total amount of
travel time.

It should be noted that Specification 1 requires the robot
to visit only one destination, while Specification 2 involves
the properties of regions and a probability, and Specification 3
requires to visit multiple destinations. Specification 4 combines
cost and probability for multiple destinations.

As will be made clear later, the temporal logic specification
will be a formula of PCTL. A robot control strategy will be
defined as an assignment of a control primitive to each region
of the environment that the robot visits given the history of the
visited regions. Since the outcome of a control primitive is char-
acterized probabilistically, the satisfaction of the specification is
defined in a probabilistic sense. Among all the possible control
strategies, our solution to the aforementioned problem will have
the highest rate of success.

Central to our approach is a representation of the motion of
the robot in the environment as an MDP (see Section III-A). For
the construction of such a model over a given environment and
robot motion and sensor models, we use a combination of phys-
ical experiments, simulations, and statistical hypothesis testing
to determine the success/failure rate of each action (feedback
control primitive). To ensure that the transitions are Markovian,
we augment the state space by choosing an ordered set of parti-
tion regions for each state in the MDP. As discussed earlier, we
assume that, despite the stochastic nature of its motion, the robot
can determine its current region precisely. This can be achieved
in a variety of ways. For example, in the RIDE, we place a
set of RFID tags that uniquely identify the regions. Given this
model, Problem 1 reduces to generating a control strategy for
an MDP, such that the probability of satisfying a PCTL formula
is maximized. This problem is treated in Section I'V.

It should be noted that the problem that we consider in this
paper mainly focuses on high-level mission planning given low-
level controllers. Even though the design of the motion primi-
tives (low-level control primitives), which are required to enable
transitions between regions and in the construction of an MDP
model of the motion of the robot in the environment, is an im-
portant and challenging problem itself, it is out of the scope of
this paper. However, we argue that the proposed framework is
quite general and can be used to control robots with complex
dynamics provided some motion primitives. The performance
of the algorithm is independent of the preciseness of the design
of the low-level control primitives. Nevertheless, the maximum
probability value of satisfaction of the specification is directly
related to the reliability of such controls. Generally, as the mo-
tion primitives become more reliable, the maximum probability
of satisfaction increases.

III. PRELIMINARIES
A. Markov Decision Process

Given a set @, let | Q| and 2% denote its cardinality and power
set, respectively.
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Fig. 3.

Four-state MDP.

Definition 1 (Markov Decision Process): An MDP is a tu-
ple, i.e., M = (Q, qo, Act, Steps, II, L, ¢), where we have the
following.
1) Q is a finite set of states.
2) qo € @ is the initial state.
3) Actis a set of actions.
4) Steps: Q — 24°*=(@Q) i5 a transition probability function,
where X(Q) is the set of all discrete probability distribu-
tions over the set Q.

5) Il is a finite set of atomic propositions.

6) L:@Q — 2" is a labeling function assigning to each state
possibly several elements of II.

7) Cost : Q x Act — R=Y is a cost function.

The set of actions that are available at ¢ € ) is denoted
by A(q). The function Steps is often represented as a matrix
with |@| columns and ZE‘JI |A(g;)| rows. For each action
a € A(g;), we denote the probability of transitioning from the
states g; to ¢; under the action a as o/ (g, ) and the corresponding
probability distribution function as o'. Each o’ corresponds
to one row in the matrix representation of Steps. The cost func-
tion “cost” assigns to each state ¢ € () and action a € A(q) a
nonnegative cost cost(q, a).

To illustrate these definitions, a simple MDP is shown in
Fig. 3. The actions that are available at each state are A(qy) =
{ar}, Alq1) = {as, a3, a4}, and A(g) = A(gs) = {a1, a4}
The labels are L(qy) = {Init}, L(g2) = {Ra}, and L(g3) =
{Rs}. The matrix representation of “Steps” is given by

qo; a1 0 1 0 0

q1; a2 0 01 05 04

q1; a3 0 0 056 0.44

Steps — qi;a4 1 0.8 0.2 0 0
P |0 0 1 0
giag | L 0 0 0
ggiag (00 0

q3; Gy 0 1 0 0

In this example, the cost of all the state—action pairs is zero.

B. Paths, Control Policies, and Probabilistic Measures

A path w through an MDP is a sequence of states, i.e.,

(ao.049 (a1))  (a1,041 (42)) (a;.047 (qgi+1))
-

w=4q Q1 i Qit1 -
where each transition is induced by a choice of action at the

Fig. 4.

Fragment of DTMCs D,,, for control policy fi1 .

current step ¢ > 0. We denote the ith state of a path w by w(7)
and the set of all finite and infinite paths by Path™ and Path,
respectively.

A control policy defines a choice of actions at each state
of an MDP. Control policies are also known as schedulers or
adversaries and are formally defined as follows.

Definition 2 (Control Policy): A control policy p of an
MDP model M is a function mapping a finite path, i.e.,
Wi = qoq1q2 - - - ¢, of M onto an action in A(g, ). In other
words, a policy is a function, i.e., 4 : Path™ — Act, that spec-
ifies for every finite path, the next action to be applied. If a
control policy depends only on the last state of w'i", it is called
a stationary policy.

For each policy p, a probability measure Prob,, over the set
of all paths (under 1) Path,, is induced. It is constructed through
an infinite-state Markov chain as follows. Under a policy p,
an MDP becomes a Markov chain that is denoted D,, whose
states are the finite paths of the MDP M. There is a one-to-one
correspondence between the paths of D,, and the set of paths
Path,, in the MDP. Hence, a probability measure Prob, over
the set of paths Path,, can be defined by setting the probabil-
ity of Wit € Pathﬁ“ equal to the product of the corresponding
transition probabilities in D,, .

Next, we define the cylinder set C(w

ﬁn) as

C(w'™) = {w € Path, |w™ is a prefix of w}

i.e., the set of all infinite paths with prefix w"". The probabil-
ity measure on the smallest o-algebra over Path,, containing
C(wf™) for all i € Pathf™ is the unique measure satisfying

Prob,, (C'(w"™)) = Prob,, (w™") Vwi™ € Pathli™. (1)

To illustrate this measure, consider the MDP that is shown in
Fig. 3 and the stationary control policy that is defined by the

mapping

pi(eoqo) = ar, pa(---q1) = az
pi(erge) =ag, m(g)=a
where “---¢;” denotes any finite path terminating in ¢;. The

initial fragment of the resulting Markov chain is shown in Fig. 4.
From this fragment, it is easy to see that the probability of the
finite path gy g1 ¢ is Prob,, (gog1¢g2) = 0.5. Under 11, the set of
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all infinite paths with this prefix is

Claae) = {00 a@, 00 e0T, 000N, -}

where the sequence under the overline is repeated infinitely.
According to (1), we have that

PI'ObM1 (C(Qqu QQ)) = PI‘Obu1 (qul QQ) =0.5.

C. Probabilistic Computation Tree Logic

We use PCTL [27], a probabilistic extension of CTL that
includes a probabilistic operator P, to write specifications of
the MDP.

Definition 3 (Syntax of PCTL): PCTL formulas are the state
formulas, which can be recursively defined as follows:

pu=true | 7| 2@ | @A G| Poaplt] | Ec[@] state formulas
V= Xo¢ | oUSF ¢ | U $ path formulas

where 7 € II is an atomic proposition; — (negation) and A
(conjunction) are the Boolean operators; <€ {<, <, >,>};p €
[0,1],c € [0,00]; and k € N.

State formulas ¢ are evaluated over the states of an MDP,
while the path formulas ¢ are assessed over paths and only
allowed as the parameter of the P, (1] operator. Intuitively,
a state ¢ satisfies P, [¢] if there exists a control policy that
will ensure that the probability of all paths from ¢ under that
policy satisfying v is in the range < p. Similarly, if ¢ satisfies
Esac[ @), then the expected cost of reaching a state satisfying ¢ is
< ¢. Temporal logic operators X (“next,” also denoted by (),
U=F (“bounded until”), and &/ (“until”) are allowed in the path
formulas.

Definition 4 (Semantics of PCTL): For any state ¢ € @, the
satisfaction relation F is defined inductively as follows:

1) gFtrueforall ¢ € Q;

2) qFm e me L(q);

3) qF (P11 A g2) & qFEd1 A qF ¢o;

4) qF ¢ = qr¢;

5) qF P[] & pf > p;

6) qF Ec[d] & ef pac.

Here, pf, is the probability of all the infinite paths that start
from g and satisfy ¢ under policy y, and e}, (¢) denotes the total
expected cost of reaching a state that satisfies ¢ from ¢ under
policy p.. Moreover, for any path w € Path

) wEXe¢ < w(l)Edo;

2) w?gbl Z/{Sk ¢2 =S ]{17 w(z)hgﬁ)g /\w(])':(bl\Vj <1

3) wl=¢11/{¢>2 & dk > O, w)=¢17/{§k d)g.

The other standard logical operators false, V (disjunction),
and — (implication) can be easily derived from the basic syntax
given earlier:

false = —true
b1V ¢ = (=1 A —g2)
¢1 — P2 = 701V ho.
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We can also define the path formula operators <, “eventually,”
(also denoted by F), and =¥, “bounded eventually,” (F'<F) as

qup [O(ﬂ = 7)|><1p [true Z/l(b]
Poap[0=" 0] = Pocy [true =" ¢)].

Intuitively, {¢ means that ¢ is eventually satisfied. Similarly,
O=F ¢ means that ¢ is satisfied within & time units.

Other common temporal operators are [, “always” (also de-
noted by G), and 0=F, “bounded always” (G=F). Defining these
operators in PCTL is slightly more complex than in nonproba-
bilistic temporal logics. It can be done using the fact that, for
a state ¢, policy y and path formula ¢, pf, () =1-— 2 ().
Then, it can be shown that [27]

P<p [D¢] < Ps1yp [<>ﬁ¢]
More generally

Poap[0¢] = Py [O—)]
Pop [D§k¢] = Py [ng_‘ ]

where < =>. < =>. > =<, and > =<.
IV. PROBABILISTIC COMPUTATION TREE LOGIC
CONTROL SYNTHESIS

In this section, we consider the following problem.

Problem 2: Given an MDP model M and a PCTL speci-
fication formula ¢, find a control policy that maximizes the
probability of satisfying ¢.

Our control synthesis algorithm takes a PCTL formula ¢
and an MDP M and returns both the optimal probability of
satisfying ¢ and the corresponding control policy. The basic
algorithm proceeds by constructing the parse tree for ¢ and
treating each operator in the formula separately. It should be
noted that, in general, we are interested in finding the control
policy that produces the maximum/minimum probability of sat-
isfying the given specification. Such PCTL formulas have the
form Ppax—2[¢p] and Prin—»[1)]. For the PCTL formulas of
the form P..,[¢], we still use the algorithms that return opti-
mal policies (with the exception of the case that is discussed
in Section IV-B). For these formulas, we first find the control
policy 11 and then check whether pf, (¢) satisfies the bound > p.
For the case i€ {>, >}, we use the policy that maximizes the
probability of satisfaction. Similarly, we determine the policy
corresponding to the minimum probability when <€ {<, <}.

There is a set of unique algorithms for control synthesis of
each path formula. Thus, we categorize the PCTL formulas into
two groups: simple and complex. Simple formulas are those that
include only one P- or £-operator. An example of this class
of specifications is Specification 1 in Section II, which directly
translates to the PCTL formula

(bl . Pmax:? [(S V (R AN Ml))Z/[Dl ] (2)

The control algorithm for such formulas is discussed in
Sections IV-A. Complex PCTL formulas are the ones that consist
of more than one path formulas. Specifications 2—4 in Section II,
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which naturally translate to the PCTL formulas

®2 : Pumax=2 [(P<0.50[X R| A =U)U Dy ] 3)
¢3¢ Pumax=2 [(SV Mz)U (D1 A Psg.50[~UA

(R A-M;)UDs])] 4)
B4 : Emin=2 [D1 A P=0.9[UUDs])] )

belong to this class of specifications. To find a control strategy
for these formulas, we use the algorithms for simple formulas
as building blocks. Our approach to complex specifications is
discussed in Section I'V-B.

A. Simple Probabilistic Computation Tree Logic Formulas

The optimal control synthesis algorithms for these formulas
are derived by making a few modifications to an existing model
checking algorithm [27]. We discuss these algorithms later and
make the connection between these algorithms and the maxi-
mum reachability probability problem [28] and the stochastic
shortest path problem [29].

1) Next Operator: For the “next” temporal operator, we
present two algorithms. One finds the optimal control strat-
egy, and the other determines all the satisfying policies. For the
PCTL formulas that include only one P-operator, the optimal
control strategy algorithm is always used. For the formulas that
include more than one probabilistic operator, both algorithms
are used. This becomes clear in Section I'V-B.

a) Next Optimal—¢p = Pryax—2[X ¢1]: For this operator,
we need to determine the action that produces the maximum
probability of satisfying X ¢ at each state. Thus, we only need
to consider the immediate transitions at each state, and the prob-
lem reduces to the following:

T, = max > of(q)
SR eSat(or)
p*(q;) = arg  max Z ali(q;)
acA(q;)

q; €Sat(41)

where x denotes the optimal probability of satisfying ¢ at the
state ¢; € @, Sat(¢y) is the set of states that satisfy ¢, and p*
represents the optimal policy.

To solve the aforementioned maximization problem, we de-
fine a state-indexed vector ¢; with entries ¢; (¢;) equal to 1 if
qi F ¢1 and O otherwise. To compute the maximum probabil-
ity, first, the matrix “Steps” is multiplied by ¢;. The result is
a vector whose entries are the probabilities of satisfying X ¢,
where each row corresponds to a state—action pair. Then, the
maximization operation is performed on this vector, which se-
lects the maximum probabilities and the corresponding actions
at each state. The resulting control strategy is stationary, and the
complexity of achieving it is one matrix—vector multiplication
followed by a 1-D search.

Similarly, for the case of ¢ = Prin—2[X ¢1], we need to de-
termine the actions that produce the minimum probability of
satisfying X ¢;. This problem is solved with the same method
that is described earlier, but instead of the maximization step, a
minimization operation is performed.

To demonstrate this method, consider the MDP in Fig. 3 and
the formula, i.e., ¢ = Pyax=7[X (—Rg)]. The property (—Rs)
is satisfied at states qo, ¢, and go; thus, "Rg = (1 11 0)7.
Then, Steps - "Rg3 =

qo; a1 0 1 0 0 1
q1;az 0 01 05 04 0.6
q1; a3 0 0 056 044 1 0.56
¢1;04 | 0.8 0.2 0 0 1y | 1
qo; a1 0 0 1 0 1] 1
Qo; ay 1 0 0 0 0 1
g3; an 0 0 0 1 0
G3: a4 0 1 0 0 1

Thus, z,, = 1fori =0, ..., 3 and the optimal stationary policy
is 1*(qo) = a1, p*(q1) = aq, p*(q2) = a1 or ay, and p*(g3) =
ay.

b) Next all—P,.,[X ¢1]: Here, we are interested in find-
ing all the policies that satisfy the formula. The algorithm is
the same as the one for Optimal Next (see Section IV-Ala) up
to the maximization step. After obtaining the vector Steps - @1,
which includes the probabilities of satisfying X ¢, for each
state—action pair, we eliminate the state—action pairs whose
probabilities are not in the range of 0 p. This operation de-
termines all the states, actions, and their corresponding proba-
bilities that satisfy P..,[X ¢1]. This algorithm is only used in
complex PCTL formulas, as explained in Section I'V-B.

To illustrate this algorithm, consider the example in
Section IV-Ala with the formula, i.e., ¢ = P> 6[X (- R3)]. All
satisfying actions at states qo, ¢1, g2, and g3 are {a; }, {a2, a4},
{a1,a4}, and {a4 }, respectively.

2) Bounded Until Operator: For this operator, we also in-
troduce two algorithms: optimal and stationary. The optimal
algorithm produces a history-dependent control policy. The sta-
tionary algorithm results in a stationary policy and is used only
for nested formulas.

a) Bounded Until Optimal—ep = Prax—2 |01 U=F ¢2]: To
find the probabilities p¢,, . (p1U=F ¢), we first group the MDP
states into three subsets: states that always satisfy the specifica-
tion ¥, states that never satisfy the specification Q"°, and the
remaining states Q" :

Q" = Sat(60)
Q" = Q\ (Sat(¢1) U Sat(¢2))
Q' =Q\ (@ UQ™).
Trivially, the probabilities of the states in QQ¥** and in Q"°
are 1 and 0, respectively. The probabilities for the remain-

ing states ¢; € Q° are defined recursively. If k& =0, then
Pl (1 UFpy) = 0Vg € Q. Fork >0

PO EE DAY

q; €Q" 4 €QV**

Vg € Q'
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a)
;) = arg max
a 7 & acA(qi)

PIEAIE R A

7; €Q" 4j €Qe
Vg € Q'
’;I and p*' (gi) denote the probability of satisfyinig 1)
and the corresponding optimal action at the state ¢; € QQ° at

time step k, respectively.
Thus, the computation of p?

where x

¢ (01U ¢y) can be carried out
in k iterations, each similar to the process that is described for
Optimal Next (see Section IV-Ala). The additional step here is
that after each maximization operation, the entries of the resul-
tant vector corresponding to states Q¥ and Q"° are replaced
with 1 and 0, respectively. This step is performed to guarantee
that the state-indexed vector always carries the correct prob-
abilities. The complexity of this algorithm is k& matrix—vector
multiplication and k£ maximization operations. The overall pol-
icy is time dependent. That is, for each time index k, an action
is assigned to each satisfying state.

The bounded until the minimization problem, i.e.,
¢ = Puin=?|[01U=F 5], requires to find the probabilities
pl . (¢1U=F o). This problem is solved with a similar method
presented earlier, where instead of maximization, a minimiza-
tion operation is carried out at each iteration.

To illustrate the optimal algorithm for “bounded until,” again
consider the MDP in Fig. 3 and the PCTL formula, i.e., ¢ =
Puax—2 [truetd=>R3]. By inspection, we have Q' = {g3},
Q™ =0,and Q° = {q,q1, q2 }. By following the method pre-
sented earlier, we compute 7' = (0 0.44 0 1)7 and p*' (q,) =
as. This means that there exists only one state in ()7 that satisfies
the formula in one step or less, ¢; with the probability 0.44, and
action az. Another iteration results in 72 = (0.44 0.444 0 1)7
and ,u*2 (qo) = a1 and ,u*z (q1) = ay. Thus, ¢; satisfies the for-
mula with the maximum probability of 0.444 in two steps or
less with selection of actions as and as in the first and second
time steps, respectively. Moreover, ¢, satisfies the formula with
the probability 0.44 in two steps with the selection of actions a;
at qp in the first time step and a3 at ¢; in the second time step.

b) Bounded Until ~ Stationary—p = Posp[p1U=F po]:
Here, we introduce a suboptimal algorithm for the U/=F
operator, which produces a stationary control policy. This
algorithm is used for control synthesis of nested formulas,
where a stationary policy is required.

The algorithm is the same as the one for “Bounded Until
Optimal” (see Section IV-A2a) with the exception that the
optimal actions determined at each iteration are fixed for the
remaining iterations. For instance, consider the example in
Section IV-A2a with the formula P- o 4[{$=?Rs3]. After the first
iteration, we find that 7' = (0 0.44 0 1)T and pu(q;) = a3. For
the next iteration, we only use action as at ¢;, which results
in 72 = (0.44 0.44 0 1)7 with the policy, i.e., 1(q) = a1 and
1(q1) = asz. Thus, the states qp and ¢; satisfy the formula with
the stationary policy, i.e., u(qy) = a1 and p(q;) = as.

For the PCTL formulas of the form, i.e., ¢ = P, [¢1U§k¢2}’
it is theoretically possible to find all the satisfying policies. This
becomes important for completeness of the solution for nested
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Algorithm 1 Find Q"° = {q € Q|p™®($1Up2) = 0}

R:=S5 at(¢2)
done := false
while done = false do

R := RU{q € Sat(é1)|F3a € A(g),3d €
R such that o2(¢") > 0}
if ' = R then
done := true
end if
R:=R
end while
return Q\ R

formulas (see Section IV-B1). However, it only can be achieved
by enumerating every satisfying path and leads to exponential
growth in the complexity of the algorithm. Thus, for large MDPs
and time index k, finding all the satisfying policies might be
impracticable. For this reason, we only use the optimal and
stationary algorithms that are given earlier for =¥,

3) Unbounded  Until ~ Operator—¢ = Pyax—2[01Up2]:
Here, we are interested in computing probabilities pZ , . (1L p2)
over all policies and finding the control strategy that gives rise to
these optimal probabilities. To solve this problem, again, begin
by dividing Q into the three subsets: QQ¥® (states satisfying
the formula with the probability 1), Q"¢ (states satisfying the
formula with the probability 0), and Q7 (the remaining states).
We find Q"° by using Algorithm 1 [27].

The computation of optimal probabilities for the states in Q*
is in fact the maximal reachability probability problem [28].
Thus, we can compute these probabilities by solving the fol-
lowing linear programming problem over the set of variables

{qu‘, |Qi € Q?}:

minimize E x4, subject to:

i €Q’
2, > > ol(g) .z + > ol (g)
q;€Q’ q;€QVes

forall ¢; € Q" and (a,0,) € Steps(q;).

The problem admits a unique optimal solution, and the ac-
tions that give rise to this optimal solution at every state can be
identified. Hence, the stationary control policy that produces the
maximum probability that satisfies the specification can be ob-
tained. The aforementioned linear programming problem can be
solved using classical techniques, such as the simplex method,
ellipsoid method [30], or value iteration. The complexity is a
polynomial of the size of the MDP.

We solve the case of the minimum probability (i.e., ¢ =
Prin=7[p1Uep2]) in an analogous fashion, using Algorithm 2
in lieu of Algorithm 1 to find the set Q"°. This change is nec-
essary because when computing p! . , Q"° contains all those
states that satisfy the formula with the probability 0 for some
policy p, while in the computation of p? .., Q"° is the set of
states that never satisfy the formula under any policy.
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Algorithm 2 Find Q" = {q € Q| pI"" (¢1U¢p2) = 0}

R:= Sat(¢2)
done := false
while done = false do
R = RU/{q € Sat($)|Va € Alg),3qd €
R such that ¢4(¢’) > 0}
if R’ = R then
done := true
end if
R:=R
end while
return Q\ R

To illustrate this method, again consider the MDP in Fig. 3
with the specification Pp,.x—» ["R3 U Ro]. Since state ¢, is the
only one that satisfies the formula with the probability 1 and
g3 is the only one that fails the formula with the probability
1, we have the Q' = {gx}, Q™ = {gs}, and Q" = {qo, 1 }.
From this, we have that 2,, = 1 and z,, = 0. The solution to
the linear optimization problem can be found tobe z,, = z,, =
0.56 under the policy, i.e., 1(qo) = a1 and p(q1) = as.

The “until” operator is in fact the same as USF as
k — oo. With this approach, the algorithm that is given in
Section IV-A2a can also be used to solve this problem. Con-
vergence to a solution with this method is guaranteed by value
iteration. Thus, it is theoretically possible to find all of the satis-
fying policies for the formulas of the form P., [¢1U ¢2]. How-
ever, as explained in Section IV-A2, because of high complexity,
finding all the solutions is not tractable for even moderately sized
problems. Thus, we only use the optimal algorithm that is given
earlier to solve for such PCTL formulas.

4) Expected Cost Operator—Eyin—+[¢]: For the PCTL “ex-
pected cost” operator, we are required to compute the cost
el . (¢) and find the corresponding control policy.

To proceed, first, we compute the sets of states QO and Q°°,
which have a minimum expected cost of 0 and oo, respectively,
of reaching a state satisfying ¢. Thus, Q° is the set of those
states that satisfy ¢, and Q> contains all the states for which
P (O¢) < 1 for some policies. Hence, we can identify Q> by
using the model checking of the PCTL formula P [)¢)].

The problem of computation of the minimum expected cost
for the remaining states in Q° = Q \ (Q" U Q™) is in fact the
stochastic shortest path problem that is introduced in [29] and
modified in [28]. Thus, these probabilities can be obtained by
solving the following linear programming problem over the set
of variables {y,, | ¢ € Q"}:

maximize Z Yq, subject to :

g, €Q’

Yo, < cost(gia) + Y ol (g;)y,,
q; GQY

forall ¢; € Q" and (a,0,) € Steps(q;)

where y,, denotes the expected cost of reaching a state that
satisfies ¢ from the state g;. The problem admits a unique opti-
mal solution and the actions that give rise to such optimal costs
at states ¢; € Q° constitutes a stationary control policy. This
optimal policy is unique.

B. Complex Probabilistic Computation Tree Logic Formulas

Complex PCTL formulas are those that consist of more than
one P- or £-operator. This type of formulas include combina-
tions of P-operators, which allows more expressivity, hence,
specifying complex tasks. This combination of formulas can be
achieved by two methods: 1) nesting P- and £-operators and 2)
using the Boolean operators. The methods of control synthesis
for these formulas are discussed as follows.

1) Nesting P- and E-operators: Since each probabilistic
and expected cost operator is a state formula itself, it is pos-
sible to combine these operators by nesting one inside another.
Such a combination of these operators allows more expres-
sivity in PCTL formulas. For instance, Specifications 2—4 in
Section II, whose PCTL formulas are ¢, ¢3, and ¢4 that are
shown in (3)—(5), respectively, belong to this class of formulas.

It should be noted that we require all inner P-operators to
be of the form P.q,[1)] as opposed to being Py ax—7[t)]. This
is required because each nested probabilistic operator needs to
identify a set of satisfying states. Generally, the nested formulas
can be written in one of the following forms:

¢ = Pmax:? [Xd)R] (6)
¢ = Prax=2[6rU=" ¢5] @)
¢ = Pmax:? [¢LU¢R] (8)

where ¢p in (6) and at least one of ¢; and ¢ in (7) and (8)
include a ‘P-operator. Subscripts L and R stand for to the left
and right of the temporal operator, respectively.

Our method of producing a control strategy treats each prob-
abilistic operator individually and proceeds as follows. First, we
find the set of initial states ), , from which ¢ is satisfied. A
corresponding control policy 1, is also determined by apply-
ing the optimal algorithms that are given in Sections IV-Ala,
A2a, and A3.

Next, ¢, is considered and the set of initial states ()4, and
the corresponding control policy p4, are determined. For ¢y,
it is desired to find all the satisfying stationary policies. This is
important for completeness of our solution. The PCTL formu-
las (7) and (8) require to reach a state in (), only by going
through Q,, states. Thus, at (), states, all and only the ac-
tions that satisfy ¢y, are to be considered. As discussed in (see
Section IV-A), however, finding all satisfying policies is only
feasible for the temporal operator X because of the computa-
tional complexity of the other operators. For operators /=" and
U in ¢, we use the stationary and optimal algorithms given in
Sections IV-A2b and A3, respectively, to find p, .

Then, we construct a new MDP M’ C M by eliminating the
actions that are not allowed by p4, from states 0y, . In other
words, we remove all the action choices at states (), except
those allowed by i, in M. This step is performed to ensure
the satisfaction of the path formula in ¢ . If this process results
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in states with no outgoing transition (blocking states), a self-
transition is added to each of these states. This guarantees a new
nonblocking MDP. In the last step, the optimal control algorithm
is applied to the outermost P-operator on the modified MDP
M’ to find the optimal control policy 1, and its corresponding
probability value py from the initial state ¢ .

It should be noted that, by the nature of the PCTL formulas,
the execution of the optimal policy 1, only guarantees satisfac-
tion of a formula ¢, which specifies that the system should reach
a state in (), through the states in (), . Hence, the path for-
mula that is specified in ¢ is not satisfied by 1 unless fi4,, is
also executed. To ensure the execution of all the specified tasks
in ¢ and ¢, we construct a history-dependent control policy of
the following form:

W : “Apply policy iy until a state in Qg is reached. Then,
apply policy g, ”

For the same reason as state earlier, the returned probability
value py is the maximum probability of satisfying ¢ (reaching a
state in () through states of ()1 ) under /14 from the initial state
qo- The probability of satisfying the path formula in ¢ from g
by executing policy  cannot be found directly because it is not
known: Which state in  is reached first? However, since the
probability of satisfying ¢ from each state in Qp is available,
a bound on the probability of satisfying ¢ and then ¢ from g
can be defined. The lower and upper limits of this bound are
poply " and popl ™, respectively, where pff* and p* denote
the minimum and the maximum probabilities of satisfying ¢
from @), , respectively.

Our approach for the control synthesis of nested formulas
is quite general and allows for multiple levels of nested path
formulas. This is because we treat each P- and £-operator indi-
vidually. To find a control strategy for such formulas, a recursive
calling of the aforementioned algorithm is applied starting with
the innermost path operator.

To illustrate control synthesis of complex formulas with
nested P-operators, consider the MDP that is shown in Fig. 5
with the labels L(qo) = {Init} for Initial, L(q2) = L(q4) =
{U} for Unsafe, and L(q,) = {D2} and L(g5) = {D1} for
Destinations 1 and 2, respectively, and the following complex
PCTL formula:

¢ = Puax—2 [P<0.3 [XU] U (D1 A P04[OD2))].

In other words, ¢ means “Find the maximum probability and
its corresponding policy to reach Destination I by going only
through the states from which the probability of converging to
an Unsafe state is less than or equal to 0.3, and then with the
probability greater than or equal to 0.4 reach Destination 2 in
less than three steps.”

The algorithm proceeds with finding the initial states
and control policies for ¢p = (D1 A P20,4[<>§3D2])
and ¢y = P<o3[XU]. By applying the optimal con-
trol algorithm for “Bounded Until” (see Section
IV-A2), we find the satisfying state, i.e., Qr = {¢5}, with
the control policy, i.e., pr(qo) = a1 and pr(q2) = pr(q) =
g (q5) = az and the maximum probability of pf> = 0.42. The
satisfying states of ¢, are Q1 = {q,q1,¢2, g4, ¢5 }, and all the
satisfying actions are . (q0) = p12(¢2) = pr(g5) = {a1 } and
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Fig. 5. MDP with six states and two actions per state. The labels are L(qy) =

{Init}, L(q1) = {D2}. L(g2) = L(g1) = {U}, and L(gs) = {D1 }. The
dashed edges correspond to the actions that do not satisfy P<g 3[X U].

Dy}
—cd.

{Init}

Fig. 6. MDP with four states. The dashed edges correspond to the actions that
are eliminated from the new MDP M’. This example illustrates the conserva-
tiveness of the PCTL control synthesis algorithm for complex formulas.

pr(q1) = pr(qq) = {a1,as}. This is achieved by applying the
algorithm that is given in Section IV-A1b. The actions that do
not satisfy ¢, are shown as dashed edges in Fig. 5. Next, we
eliminate these actions and construct a new MDP M'. By per-
forming the optimal control algorithm for “Until” (see Section
IV-A3) on M’, we find the maximum probability of satisfying
¢ from the initial state gy to be p® = 0.0574 with the control
policy, i.e., 114 (q0) = ¢ (q2) = a1 and py (q1) = pg(qs) = as.
The over all policy p is “Apply p, until g5 is reached, and then
apply pgr”. With this policy the probability of satisfying ¢ and
then ¢ from ¢ is (0.0574) x (0.42) = 0.0241.

Our solution for nested P-operator formulas is conservative.
As mentioned earlier, for completeness of the solution, we need
to consider all the actions that satisfy ¢, at each state of @, .
However, because of computational complexity, we use the sta-
tionary and optimal algorithms for /=" and U operators, respec-
tively, which return only the optimal actions as opposed to all
satisfying actions. Hence, our solution for the formulas whose
¢, include “bounded until” or “unbounded until” operators is
not complete. In fact, for these formulas, the algorithm may re-
turn a suboptimal policy or may not find a solution at all while
one might exist. This is demonstrated in the following example.

Consider the MDP in Fig. 6 and the formula

¢ = PIIlax:'?[PZO.S[OSQDl} u DZ]

Since ¢ does not include a P-operator, we begin with ap-
plying the stationary algorithm for bounded until on ¢; =
P=0.5[¢=*D1] and obtain Q1. = {qo,¢1 } and piz. (o) = a» and
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1, (q1) = ay. Next, we construct a new MDP M’ by eliminat-
ing action a; from the state gy and apply the optimal algorithm
for U. However, as shown in Fig. 6, there is no path to g, from ¢
in M’. Thus, the algorithm will return zero as a solution to the
maximum probability of achieving ¢. Nevertheless, it is clear
that a solution exists since g satisfies ¢; with both actions a;
and ay. Hence, the optimal solution to this problem is 0.5 with
the policy, i.e., 11(qo) = u(q1) = ay.

For the group of complex PCTL formulas, where ¢ does
not include /=¥ or U, our solution is complete. This group of
specifications includes many natural motion planning tasks that
are useful in robotic applications. Examples include “Eventu-
ally reach A and then reach B, while always avoiding C” or
“Eventually reach A through regions from which the probability
of convergence to C is less than 0.3.”

2) Combining P-Operators by Boolean Operators: Another
method to construct complex PCTL formulas is to combine
‘P-operators by the Boolean operators’ conjunction “A” and
disjunction “V.” These formulas are of the form, i.e., = ¢; A
@2 and ¢ = ¢; V ¢y, where both ¢; and ¢y include a path
formula. In other words, ¢; and ¢ include Py, [¢)].

To solve for formulas, i.e., ¢ = @1 A ¢o, first, we find the
satisfying states (Q4, and @)y, and their corresponding control
policies pts, and fi4,. In the case that ¢; or ¢, includes the
temporal operator X (“next”), all the satisfying policies are
considered. If ¢; or ¢ includes the temporal operator U/=F
(“bounded until”), the stationary policy is considered. For the
case of “until,” the optimal control policy is determined. The
solution exists only for the initial states, i.e., Qs = @y, N Qg,,
given that 1145, and ji4, assign the same actions to these states.
If @4, and Q4, do not intersect, or the assigned actions for the
states of Q by g, and pe, differ, no solution exists.

For the formulas, i.e., ® = ¢; V ¢, we find the satisfying
states (), and @y, and their corresponding optimal control
policies pt, and fi4,. The policy that gives rise to the highest
probability of satisfying the formula from the initial state qq is
returned as a solution.

Similar to nested P-operators, our method of finding a control
policy for the complex specifications that include a combina-
tion of P-operators with the Boolean operator conjunction “A”
is sound but not complete. In other words, the algorithm will
only produce correct solutions but may fail to find a solution
even though one exists. That is because we use stationary and
optimal algorithms for the temporal operators “bounded until”
and “until,” respectively, which can only return the optimal ac-
tions regardless of the bound that is specified in the P-operator.

C. Complexity

The overall time complexity for PCTL control synthesis for
an MDP from a formula ¢ is linear in the size of the formula
and the polynomial of the size of the model. To see this, we first
define the size of a formula to be the sum of occurrences of P-
and E-operators and the size of an MDP model to be M| =
>4 e [A(gi)|, which is the total number of actions available
at all the states. In PCTL control synthesis, we are required
to consider each operator of ¢ separately, thus the complexity

CJ
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Fig.7. Schematic representation of a larger indoor environment. It consists of
13 corridors (C'y , . . ., C'13) and eight intersections (I, . . ., Ig). The properties
that are satisfied at the regions are shown between curly brackets inside the
regions S = Safe, R = Relatively safe, U = Unsafe, M1 = Medical supply type
1, My = Medical supply type 2, D1 = Destination 1, and Do = Destination
2.

becomes linear in the size of the formula. As mentioned earlier,
the computational complexity of the “next” operator is only a
matrix—vector multiplication followed by a 1-D search, while
for the “bounded until,” it is k matrix—vector multiplication and
maximization/minimization operations. However, k is usually
small in PCTL formulas. Hence, the most expensive cases are
the “until” and “expected cost” operators, whose algorithms
require solving linear optimization problems of the size of the
model | M|. This be can done in polynomial time by using, e.g.,
the ellipsoid methods [30].

V. EXPERIMENTS AND SIMULATIONS

To test the algorithms that are proposed in this paper, we
deployed a robot from two simple and three complex PCTL
specifications utilizing our RIDE shown in Fig. 1. The RIDE
includes an experimental platform and a simulation tool. For
the simple specifications, we performed simulations using the
RIDE simulator with a small environment whose topology is
schematically shown in Fig. 2. For the complex specifications,
we considered a larger and more complex environment (see
Fig. 7) in the RIDE simulator. To verify that the simulation
results match with the real experiments, we also performed
experimental trials on the small environment. We showed that
the experimental and simulation results were statistically from
the same distributions with 95% confidence by using chi-square
and Fisher exact tests [31].

A. Experimental Platform and Simulation Tool

Our RIDE (see Fig. 1) consists of an environment with RFID
tags and a robot that can navigate in the environment au-
tonomously. The environment topology is easily reconfigurable
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and consists of corridors of various widths and lengths and
intersections of several shapes and sizes. Each corridor and in-
tersection is bounded by a line of RFID tags (white patches in
Fig. 1 (left) and small ID numbers in Fig. 2) meant to trigger a
transition event. The correct reading of such an event guarantees
that the robot knows precisely its current region at any time. The
mobile platform is an iRobot Create that is fitted with a Hokoyu
URG-04LX laser range finder, APSX RW-210 RFID reader, and
an MSI Wind U100-420US netbook. Commands are provided
to the iCreate from Matlab using the iRobot Open Interface and
the iCreate Matlab Toolbox [32]. The communications between
the sensors, netbook, and robot occur through the use of USB
connections.

The robot’s motion is determined by specifying a forward
velocity and angular velocity. At a given time, the robot imple-
ments one of the following four controllers (motion primitives):
FollowRoad, GoRight, GoLeft, and GoStraight. Each of these
controllers operates by obtaining data from the laser scanner
and calculating a “target angle.” The target angle represents the
desired heading of the robot in order to execute the specified
command, and this angle is translated into a proportional con-
trol law for angular velocity. The target angle in each case is
found by utilizing two laser data points at certain angles that
are relative to the robot’s heading (different for each controller)
and finding the midpoint between them. The target angle is then
defined as the angle between the robot’s heading and a line
connecting the midpoint and the center of the robot. For each
of these four controllers, the forward velocity control specified
is based on the distance to the nearest obstacle in any direc-
tion. Therefore, as the robot approaches an obstacle, it will slow
down. A cap is placed on the maximum velocity to keep the
robot at reasonable speeds in more open areas of the environ-
ment. Each controller also provides for obstacle avoidance and
emergency actions.

To test the robot control strategies, as well as to generate
sample data necessary for the construction of the MDP model
of the robot motion (see Section V-B), we use a RIDE simulator
(see Fig. 8). The simulator was designed to resemble the phys-
ical setup very closely by emulating experimentally measured
response times, sensing and control errors, and noise levels and
distributions in the laser scanner readings. The configuration of
the environment in the simulator is easily reconfigurable to cap-
ture changes in the topology of the experimental environment.

B. Construction and Validation of the Markov Decision Process
Model

The small environment (see Fig. 2) consists of nine corridors
and two four-way and three three-way intersections. The larger
environment (see Fig. 7) has 13 corridors and two four-way and
six three-way intersections. In the corridors only the controller
FollowRoad is available. The controllers that are available at
four-way intersections are GoLeft, GoRight, and GoStraight,
while at the three-way intersections, only GoLeft and GoRight
controllers are available.

In order to use an MDP to model the motion of the robot, we
must ensure that the results of an action at a state depends only
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Fig. 8.  Snapshots from the RIDE simulator. The robot is represented as a
white disk. The arrow inside the white disk shows the robot’s heading. The
inner circle around the robot represents the “emergency” radius (if there is an
obstacle within this zone, the emergency controller is used). The outer circle
represents the radius within which the forward speed of the robot varies with
the distance to the nearest obstacle. If there are no obstacles in this area, the
robot moves at the maximum speed. The red dots are the laser readings that are
used to define the target angle. (a) The robot centers itself on a stretch of road
by using FollowRoad. (b) The robot applies GoRight in an intersection but fails
to turn right because the laser readings do not properly identify the road on the
right. (c) The robot applies GoLeft in an intersection and successfully turns left
because the laser readings fall inside the road.

on the current state. It is intuitively clear from the environments
in Figs. 2 and 7 that the orientation of the robot in a region
depends on the region it came from. Therefore, the result of an
action will depend on the previous region. To accommodate this
dependence, we define the states of the MDP to be the ordered
pairs of regions. For example, the state /;—C means that the
robot was on (1 and is now on /.

The set of actions that are available at a state of the MDP is
the set of controllers that are available at the second region of the
state. For example, when in the state C1—I5, only those actions
from the region I, are allowed, which are GoLeft, GoRight,
and GoStraight enabling transitions to the states Io—C}, Io,—C5,
and I,—Cj, respectively. When designing the robot controllers,
we also made sure that the robot did not get stuck in a region,
i.e., the robot can only spend a finite amount of time in each
region. Thus, the states are of the form intersection—corridor
and corridor—intersection (states such as I;—I; or C;—C; do not
exist). The resulting MDP for the small environment that is
shown in Fig. 2 has 34 states, while the larger environment (see
Fig. 7) includes 52 states.

To obtain transition probabilities, we performed a total of 500
simulations for each controller that is available in each MDP
state. In each trial, the robot was initialized at the beginning
of the first region of each state. If this region was a corridor,
then the FollowRoad controller was applied until the system
transitioned to the second region of the state. If the first region
was an intersection then the controller most likely to transition
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the robot to the second region was applied. Once the second
region was reached, one of the allowed actions was applied
and the resulting transition was recorded. The results were then
compiled into the transition probabilities.

The set of properties of the MDP was defined to be II =
{S,R,U,M;,M;,D;,D>}, where S = Safe, R = Relatively
safe, U = Unsafe, M1 = Medical supply type 1, Mo = Medical
supply type 2, D1 = Destination 1, and Do = Destination 2.
Each state of the MDP was mapped to the set of properties that
were satisfied at the second region of the state.

Finally, to capture the cost of applying an action at a state
of the MDP, we assigned a nonnegative integer to each control
primitive. In particular, we defined the costs of taking actions
FollowRoad, GoRight, GoStraight, and GoLeftto be 0, 1,2, and
3, respectively, which are independent of the state of the MDP.

C. Case Studies

As mentioned earlier, we considered two simple and three
complex motion specifications in the environments that are
shown in Figs. 2 and 7, respectively. We obtained the optimal
control strategy and probability/expected cost value for each
specification using our PCTL control synthesis algorithm. To
verify these theoretical results, we performed simulation trials
using the RIDE simulator. We also deployed the robot with the
control strategies from the simple specifications in the RIDE’s
experimental platform to confirm both simulation and theoreti-
cal values.

The simple motions specifications that we considered in the
small environment (see Fig. 2) are as follows.

Specification 5 : Reach Destination I by driving through either
only Safe regions or through Relatively safe regions only if
Medical Supply I or 2 is available at such regions.

Specification 6: Reach Destination 1 by driving through Safe
or Relatively safe regions only.

The complex specifications that are given over the properties
of the larger environment (see Fig. 7) are as follows.

Specification 7: Reach Destination I by going through the
regions from which the probability of converging to a Relatively
safe region is less than 0.50 and always avoiding Unsafe regions.

Specification 8: Reach Destination 1 by avoiding Unsafe re-
gions and regions that are Relatively safe but do not have Medi-
cal supply 1 and then with the probability greater than or equal
to 0.50 reach Destination 2 by driving through regions that are
Safe or at which Medical supply 2 is available.

Specification 9: Reach Destination I and then with the prob-
ability 1 reach a region at which Medical supplies I and 2 are
available, while minimizing the total amount of the expected
cost of the control actions.

Given that we are interested in the policy that produces the
maximum probability of satisfying Specifications 5, 6, 7, and 8§,
they translate naturally to the PCTL formulas ¢5, ¢g, ¢7, and
¢s, respectively, where

¢5 . Pmax:? [(S V (R A (Ml \Y Mg)))uDl ]
¢6 : Pmax:? [(S V R)uDl ]
®7 : Pmax=? [(P<0.50[X R]A ~U)U Dy |

TABLE I
OBTAINED RESULTS FOR SPECIFICATIONS 5-9
Specification | Theoretical | Simulation | Experimental
o5 0.227 0.260 0.229
o6 0.674 0.642 0.629
o7 0.152 0.118 N/A
o8 0.259 0.244 N/A
b9 5.43 5.27 N/A

The values for ¢5, ¢6, ¢7, and ¢s correspond to the probability of
success, while the values for ¢g indicate the total amount of the
expected cost.

¢8 : Pmax:? [_‘U A _‘(R A _‘Ml)u (Dl/\
P=0.50[(SV Mz)UDs])].

For Specification 9, we are interested in the policy that produces
the minimum expected cost. Thus, it directly translates to the
PCTL formula

¢9 : gmin:? [Dl A ,le [<> (Ml AN Mz) ] ]

1) Theoretical Results: Assuming that the robot is initially
at C and is oriented toward 5 in both environments, we com-
puted the maximum probabilities to be 0.227 and 0.674 for
Specifications 5 and 6, respectively, in the small environment.
In the large environment, the maximum probability of satis-
faction for Specification 7 was 0.152. For Specification 8, we
found the maximum probability of reaching Destination I to be
0.456, and the probability of reaching the first destination and
then the second destination determined in this specification was
0.259. It should be noted that we were able to produce an exact
number instead of a bound for the probability of satisfaction of
the nested formula ¢g because even though two states satisfy
D, (Is—C43 and I;—C43), only one (Ig—C'3) is reachable from
the initial state. Finally, the optimal policy that satisfies Speci-
fication 9 produces the minimum expected cost of 5.43. These
theoretical values along with the simulation and experimental
results are tabulated in Table I.

2) Simulation Results: To confirm the predicted probabili-
ties and expected cost, we performed 500 simulations for each
of the optimal control strategies. The simulations showed that
the probabilities of satisfying ¢5; and ¢ were 0.260 and 0.642,
respectively, in the environment that is shown in Fig. 2. For
Specification 7, the probability of satisfying ¢; was 0.118 in
the environment that is shown in Fig. 7. The rate of successful
runs for the strategy that is obtained from ¢g was 0.435 to reach
Destination 1 and 0.244 to reach Destination 1 and then Des-
tination 2. The average total cost of satisfying ¢g was 5.27. It
should be noted that the small discrepancy between the theoret-
ical values and simulation results is likely because of remaining
non-Markovian behavior of the transitions.

3) Experimental Results: In order to verify that the simu-
lation results hold for the motion of the robot in the RIDE
experimental platform, we carried out experimental runs in the
small environment. As the first step, we made sure that the MDP
that is obtained through the extensive simulation procedure was
a good model for the actual motion of the robot in the ex-
perimental platform. For this, we randomly selected four transi-
tion probability distributions and experimentally determined the

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on December 30,2023 at 05:47:06 UTC from IEEE Xplore. Restrictions apply.



408

IEEE TRANSACTIONS ON ROBOTICS, VOL. 28, NO. 2, APRIL 2012

Fig. 9.
the probability of satisfying Specification 2 (9).

transition probabilities. We then compared the simulated-based
and experimental-based probabilities using either the Fisher ex-
act test when only a few experimental trials were available or
the chi-square test for homogeneity if there were a large number
of experimental trials. These tests confirmed that the experi-
mental data of four randomly selected transition probabilities
were not significantly different from simulation results with a
minimum certainty of 0.95. Next, we deployed the robot in the
small environment of RIDE for strategies that are obtained from
Specifications 5 and 6. This experiment was repeated 35 times
for each control strategy. It was inferred that the probabilities
of satisfying ¢5 and ¢ were 0.229 and 0.629, respectively. By
using the chi-square and Fisher’s exact statistical tests, we con-
cluded that the frequency of trials satisfying the specifications
in the experiment matched the simulation data with a minimum
certainty of 0.95.

Snapshots from a movie showing a motion of the robot that
is produced by the control strategy maximizing the probability
of satisfying Specification 6 are shown in Fig. 9. With reference
to the notation that are given in Fig. 2, it can be seen that the
robot follows the route C I, C511 C5 1, CsI5 Cy. It can be easily
seen that this run satisfies Specification 2 (formula ¢, ), because
S or R is true until Dy is satisfied (at Cy). This movie, together
with other movies of experimental and simulation trials that are
obtained by applying the aforementioned control strategies, is
available for download from [26].

D. Time Complexity

The control synthesis computations for the specifications that
are given in formulas ¢g and ¢9 were computationally the most
expensive, i.e., because they required the solution of two linear
programming problems on the large MDP (with 52 states and
the size of 86). It took 0.053 and 0.059 s to synthesize control
policies for ¢g and ¢, respectively, on a desktop computer
with 2 Intel Xeon Quad-Core processors at 2.66 GHz with 3 GB
RAM. However, the construction of the MDP through the Monte
Carlo simulation took much longer (about 8 h). Considering

Snapshots (to be read left-to-right and top-to-bottom) from a movie showing a robot motion that is produced by applying the control strategy maximizing

the fact that the construction of the model is done offline and
the computational complexity of the PCTL control synthesis
algorithm is a polynomial in time, the computational framework
that is described in this paper is reasonably scalable to more
complex scenarios with larger environments. For example, this
PCTL control synthesis method was utilized to solve a vehicle
control problem in a hostile environment with more than 1000
states in its MDP model [33]. The computing time of the control
synthesis from a nested PCTL formula of the form similar to ¢g
was 4 min on the same desktop computer.

VI. CONCLUSION

A computational framework has been presented for automatic
deployment of a mobile robot from a temporal logic specifica-
tion about properties of interest that are satisfied at the regions
of a partitioned environment. The motion of the robot has been
modeled as an MDP and the robot deployment problem has been
mapped to the problem of generation of an MDP control strat-
egy maximizing the probability of satisfying a PCTL formula.
For the latter, a control synthesis algorithm has been presented
that accepts all PCTL formulas. The method with simulation
and experimental results has been illustrated in our RIDE.

This study can be extended to at least three directions in the
future. One possible future work is to relax the assumption that
the robot can determine its current region in the environment.
The removal of this assumption results in a POMDP model of
the motion of the robot in the environment. Thus, the problem
becomes: How to generate a control strategy from a temporal
logic formula for a POMDP? Another possible future direction
is to extend the presented computational framework to a multia-
gent case, where a group of mobile robots can be deployed from
a specification that is given as a temporal logic statement with
probabilistic guarantees. This study can also be improved by de-
veloping an automated abstraction framework, which takes the
dynamics and noise model of the robot and the map of the parti-
tioned environment as input to construct an exact MDP model.
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