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Abstract
In this paper, we consider automatic computation of optimal control strategies for a robot interacting with a set of inde-
pendent uncontrollable agents in a graph-like environment. The mission specification is given as a syntactically co-safe
Linear Temporal Logic formula over some properties that hold at the vertices of the environment. The robot is assumed
to be a deterministic transition system, while the agents are probabilistic Markov models. The goal is to control the robot
such that the probability of satisfying the mission specification is maximized. We propose a computationally efficient incre-
mental algorithm based on the fact that temporal logic verification is computationally cheaper than synthesis. We present
several case studies where we compare our approach to the classical non-incremental approach in terms of computation
time and memory usage.
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1. Introduction

Temporal logics (Emerson, 1990), such as linear temporal
logic (LTL) and computation tree logic (CTL), are tradi-
tionally used for verification of non-deterministic and prob-
abilistic systems (Baier and Katoen, 2008). Even though
temporal logics are suitable for specifying complex mis-
sions for control systems, they did not gain popularity in
the control community until recently (Tabuada and Pap-
pas, 2006; Kloetzer and Belta, 2010; Wongpiromsarn et al.,
2010).

The existing works on control synthesis focus on spec-
ifications given in linear time temporal logic. The sys-
tems, which sometimes are obtained through an additional
abstraction process (Tabuada and Pappas, 2006; Tůmová
et al., 2010), have finitely many states. With few excep-
tions (Berwanger et al., 2010), their states are fully observ-
able. For such systems, control strategies can be synthesized
through exhaustive search of the state space. If the system
is deterministic, model checking tools can be easily adapted
to generate control strategies (Kloetzer and Belta, 2010). If
the system is non-deterministic, the control problem can be
mapped to the solution of a Rabin game (Thomas, 2002;
Tůmová et al., 2010), or a simpler Büchi (Kloetzer and
Belta, 2008) or GR(1) game (Kress-Gazit et al., 2007), if
the specification is restricted to fragments of LTL. For prob-
abilistic systems, the control synthesis problem reduces to
computing a control policy for a Markov decision process

(MDP) (Bianco and De Alfaro, 1995; Kwiatkowska et al.,
2002; Ding et al., 2011; Lahijanian et al., 2012).

The goal of this paper is to efficiently compute control
policies for a robot operating in the presence of numerous
independent agents so that the probability of satisfying a
temporal logic mission specification is maximized. More
specifically, we focus on a particular type of a multi-agent
system formed by a deterministically controlled robot and
a set of independent, probabilistic, uncontrollable agents,
operating on a common, graph-like environment. The mis-
sion specifications are expressed as syntactically co-safe
LTL (scLTL) formulas (Kupferman and Vardi, 2001) over
some properties satisfied at the vertices of the graph. Using
scLTL, one can express rich correctness specifications for
the behavior of the complete multi-agent system. An illus-
trative example is a car (robot) approaching a pedestrian
crossing, while there are some pedestrians (agents) wait-
ing to cross or already crossing the road. The robot is
required to pass the crossing without colliding with any
of the pedestrians. The classical method to solve this prob-
lem consists of two steps (Baier and Katoen, 2008; Bianco
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and De Alfaro, 1995; Alfaro, 1997): first, a relatively large
Markov model that captures the robot, the independent
agents, and the mission specification is constructed. Then,
a maximal reachability problem (MRP) is solved on this
model to obtain the optimal control policy that maximizes
the probability of satisfying the specification. Nevertheless,
as the state space of the system grows exponentially with
the number of pedestrians, one may not be able to solve this
problem under computational resource constraints when
there is a large number of pedestrians. To alleviate this state
explosion problem, various approaches based on distributed
synthesis of control policies have been proposed (Chen
et al., 2011; Ozay et al., 2011) where a global specifica-
tion is decomposed into smaller local specifications which
are then used to synthesize control policies for the indi-
vidual controllable robots in the system. These methods,
however, are not suitable for the problem that we consider in
this paper where there is a single robot and a large number
of independent uncontrollable agents. On the other hand,
Bhatia et al. (2010) proposed a geometry-based discrete
abstraction for mobile robots with nonlinear hybrid dynam-
ics and an iterative motion planning algorithm that exploits
the benefits of using such an abstraction to reduce the size of
the search space. However, their approach assumes a deter-
ministic environment with only static obstacles. Johnson
and Kress-Gazit (2012) also looked at temporal logic speci-
fications in probabilistic environments, but they considered
only the verification of a previously synthesized controller
in a probabilistic environment as opposed to the control
synthesis problem that we address in this paper.

The contribution of this paper is to provide an incre-
mental algorithm for computing robot control policies that
maximize the probability of satisfying a mission specifi-
cation given as an scLTL formula. Our algorithm exploits
the independence between the components of the system,
i.e. the robot modeled as a deterministic transition system
and the agents, modeled as Markov chains, and the fact
that verification is computationally cheaper than synthesis
to reduce the overall resource usage. Each iteration of our
algorithm consists of three operations: synthesis, verifica-
tion, and reduction. In the synthesis step, we construct a
subsystem formed by the robot and a subset of agents such
that this subsystem is an optimistic simplification of the
overall problem (due to agents that are not considered yet).
Next, we synthesize a control policy that maximizes the
probability of satisfying the mission specification for this
subsystem. In the verification step, we compute the actual
probability of satisfying the mission specification under
this control policy by considering the agents not included
in the synthesis step. Then, in the reduction step, we use
the probability values obtained in the synthesis and veri-
fication steps to remove the transitions and states that are
not needed in subsequent iterations. This leads to a signif-
icant reduction in computation time and memory usage. It
is important to note that our method does not need to run to
completion. A sub-optimal control policy can be obtained

by forcing termination at a given iteration if the compu-
tation is performed under stringent resource constraints. It
must also be noted that our framework easily extends to
the case when the robot is a Markov decision process, and
we consider a deterministic robot only for simplicity of
presentation.

Various methods that also use verification during incre-
mental synthesis have been previously proposed in Jha et al.
(2010); Gulwani et al. (2011). Nevertheless, the approach
that we present in this paper is, to the best of our knowledge,
the first use of verification guided incremental synthesis
in the context of probabilistic systems. We considered the
same problem also in Wongpiromsarn et al. (2012, 2013),
where we proposed various methods that exploit the struc-
ture of the system for efficient incremental synthesis of
optimal satisfying control policies. More specifically, by
keeping track of the strongly connected components of the
system model from one iteration to the next, we were able
to significantly reduce the synthesis effort so that the con-
trol policy computed at some iteration of the algorithm
would facilitate the solution of the synthesis problems in
the subsequent iterations. By contrast, in this paper, we
take a completely different approach where verification per-
formed at an iteration simplifies the synthesis problems of
the subsequent iterations by reducing the size of the system
model. Thus, the approach that we present in this paper may
potentially perform better in cases where the system model
lacks the structure explained above. A preliminary version
of our approach appeared in Ulusoy et al. (2012). How-
ever, the algorithm given in Ulusoy et al. (2012) performs
best when the agents can only violate the specification,
e.g. when the robot must avoid them, and its performance
degrades as the number of agents that can satisfy the spec-
ification increases, e.g. when the robot needs to reach or
catch them. Here, we extend this preliminary work by pre-
senting an algorithm that can handle both of these cases
equivalently well. We also provide full proofs and new case
studies.

The organization of the paper is as follows. In Section 2,
we give necessary definitions and some preliminaries in for-
mal methods. In Section 3, we formally state the control
synthesis problem and give an overview of our approach.
We present our solution in Section 4 and discuss the details
of our implementation and various case studies in Section 5.
We conclude with final remarks in Section 6.

2. Preliminaries

In this section, we introduce the notation that we use in the
rest of the paper and give some definitions. We refer the
reader to Baier and Katoen (2008), Clarke et al. (1999),
Hopcroft et al. (2007), and references therein for a more
complete and rigorous treatment of these topics. For a set
�, we use |�| and 2� to denote its cardinality and power
set, respectively. A (finite) word ω over a set � is a sequence
of symbols ω = ω0, . . . , ωl such that ωi ∈ � ∀i = 0, . . . , l.
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Definition 2.1 (Transition system). A transition system
(TS) is a tuple T := (QT, q0

T,AT, αT, δT, �T,LT), where

• QT is a finite set of states;
• q0

T ∈ QT is the initial state;
• AT is a finite set of actions;
• αT : QT → 2AT is a map giving the set of actions

available at a state;
• δT ⊆ QT ×AT ×QT is the transition relation;
• �T is a finite set of atomic propositions;
• LT : QT → 2�T is a satisfaction map giving the set of

atomic propositions satisfied at a state.

Definition 2.2 (Markov chain). A (discrete-time, labeled)
Markov chain (MC) is a tuple M := (QM, q0

M, δM, �M,
LM), where QM, q0

M, �M, and LM are the set of states,
the initial state, the set of atomic propositions, and the
satisfaction map, respectively, as in Definition 2.1, and

• δM : QM × QM → [0, 1] is the transition probability
function that satisfies

∑
q′∈QM

δM( q, q′)= 1 ∀ q ∈ QM.

In this paper, we are interested in temporal logic mis-
sions over a finite time horizon and we use scLTL formulas
(Kupferman and Vardi, 2001) to specify them.

Definition 2.3 (Syntactically co-safe LTL formula). An
scLTL formula φ over the set � of atomic propositions is
defined by the following grammar:

φ := � | ⊥ | p | ¬p | φ ∧ φ | φ ∨ φ | F φ | X φ | φ U φ

where p ∈ � is an atomic proposition, ¬ (negation), ∨
(disjunction), and ∧ (conjunction) are boolean operators,
and F (eventually), X (next), and U (until) are temporal
operators.

For instance, Xp states that at the next position of the
word, proposition p is true and Fp states that there exists
0 ≤ k such that ωk satisfies p, where ωk is the symbol at the
kth position of the word. The formula p1 U p2 states that
there exists 0 ≤ k such that ωk satisfies p2 and ωj satisfies
p1 for all 0 ≤ j < k. Any scLTL formula can be written in
positive normal form, where the negation operator¬ occurs
only in front of atomic propositions. For any scLTL formula
φ over a set �, one can construct a finite state automaton
with input alphabet 2� accepting all and only finite words
over 2� that satisfy φ, which is defined next.

Definition 2.4 (Finite state automaton). A (determin-
istic) finite state automaton (FSA) is a tuple F :=
(QF, q0

F, �F, δF,FF), where

• QF is a finite set of states;
• q0

F ∈ QF is the initial state;
• �F is an input alphabet;
• δF : QF×�F×QF is a deterministic transition relation;
• FF ⊆ QF is a set of accepting (final) states.

A run of F over an input word ω = ω0, ω1, . . . ωl

where ωi ∈ �F ∀ i = 0, . . . , l is a sequence rF =
q0, q1, . . . , ql, ql+1, such that ( qi, ωi, qi+1)∈ δF ∀ i =
0, . . . , l and q0 = q0

F. An FSA F accepts a word over �F

if and only if the corresponding run ends in some q ∈ FF.

Definition 2.5 (Markov decision process). A Markov deci-
sion process (MDP) is a tuple P := (QP, q0

P,AP, αP, δP, �P,
LP), where

• QP is a finite set of states;
• q0

P ∈ QP is the initial state;
• AP is a finite set of actions;
• αP : QP → 2AP is a map giving the set of actions

available at a state;
• δP : QP ×AP ×QP → [0, 1] is the transition probabil-

ity function that satisfies
∑

q′∈QP
δP( q, a, q′)= 1 ∀ q ∈

QP, a ∈ αP( q) and
∑

q′∈QP
δP( q, a, q′)= 0 ∀ q ∈

QP, a �∈ αP( q);
• �P is a finite set of atomic propositions;
• LP : QP → 2�P is a map giving the set of atomic

propositions satisfied at a state.

For an MDP P, we define a stationary policy μP : QP →
AP such that for a state q ∈ QP, μP( q)∈ αP( q). This
stationary policy can then be used to resolve all nonde-
terministic choices in P by applying action μP( q) at each
q ∈ QP, essentially inducing an MC PμP on P that mod-
els the behavior of P under control policy μP (Baier and
Katoen, 2008). A path of P under policy μP is a finite
sequence of states r = q0, q1, . . . , ql such that l ≥ 0,
q0 = q0

P and δP( qk−1, μP( qk−1) , qk) > 0 ∀ 0 < k ≤
l. A finite path r of P generates a finite word LP( r)=
LP( q0) ,LP( q1) , . . . ,LP( ql) where LP( qk) is the set of
atomic propositions satisfied at state qk . We use PathsμP

P to
denote the set of all finite paths of P under a policy μP.
Finally, we define PrμP ( φ) as the probability of satisfying φ

under policy μP.

Remark 1. scLTL formulas have infinite time seman-
tics, thus they are actually interpreted over infinite
words (Kupferman and Vardi, 2001). Measurability of lan-
guages satisfying LTL formulas is also defined for infinite
words generated by infinite paths (Baier and Katoen, 2008).
However, one can determine whether a given infinite word
satisfies an scLTL formula by considering only a finite pre-
fix of it. It can be easily shown that our above definition
of PathsμP

P inherits the same measurability property given
in Baier and Katoen (2008).

Remark 2 (Complexity of probabilistic synthesis and
verification for scLTL formulas). Given an MDP M and
an scLTL formula φ, an optimal stationary control policy
μ� that maximizes the probability of satisfying φ can be
computed in time polynomial in the total number of non-
deterministic choices in the product MDP P := M ⊗ F
(see Section 4.2), where F is the deterministic FSA (Defi-
nition 2.4) corresponding to φ (Baier and Katoen, 2008).
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Given the product MDP P and a control policy μ, the prob-
ability of satisfying φ under μ can also be computed in time
polynomial in the total number of non-deterministic choices
in the MC Pμ induced on P by μ. Let n be the number
of states of P and m be the number of available actions,
i.e. non-deterministic choices, at each state of P. Since Pμ

is an MC, it has at most one non-deterministic choice at
each state and at most n states. Then, synthesis can be done
in time polynomial in m × n, whereas verification can be
done in time polynomial in n. Thus, depending on the total
number of non-deterministic choices, one can solve a larger
verification problem using the same resources required by
a smaller synthesis problem.

3. Problem formulation and approach

In this section we introduce the control synthesis problem
with temporal logic constraints for a system that models a
robot operating in the presence of independent, probabilis-
tic, uncontrollable agents.

3.1. System model

Consider a system consisting of a deterministic robot that
we can control (e.g. a car) and n agents operating in an
environment modeled by a graph

E = ( V ,→E ,LE , �E )

where V is the set of vertices, →E⊆ V × V is the set
of edges, and LE is the labeling function that maps each
vertex to a proposition in �E . For example, E can be the
quotient graph of a partitioned environment, where V is
a set of labels for the regions in the partition and →E is
the corresponding adjacency relation (see Figure 1). Agent
i is modeled as an MC Mi = (Qi, q0

i , δi, �i,Li), with
Qi ⊆ V and δi : Qi × Qi → [0, 1], i = 1, . . . , n,
while the robot is assumed to be a deterministic transi-
tion system TS T = (QT, q0

T,AT, αT, δT, �T,LT), where
QT ⊆ V and δt ⊆ QT × AT × QT (see Figure 2). We
assume that all components of the system (the robot and the
agents) make transitions synchronously by picking edges
of the graph. We also assume that the state of the sys-
tem is perfectly known at any given instant and we can
control the robot but we have no control over the agents.
We define the sets of propositions and labeling functions
of the individual components of the system such that they
inherit the propositions of their current vertex from the
graph while preserving their own identities. We slightly
abuse notation and use T and 1, 2, . . . , n as the identities
of the robot and the independent agents, respectively. For-
mally, we have �T = {( T,LE ( q)) |q ∈ QT} and LT( q)=
( T,LE ( q)) for the robot, and �i = {( i,LE ( q)) |q ∈ Qi} and
Li( q)= ( i,LE ( q)) for agent i. Finally, we define the set �

of propositions as � = �T ∪�1 ∪ · · · ∪�n ⊆ {( i, p) |i ∈
{T, 1, . . . , n}, p ∈ �E}.

Fig. 1. A partitioned road environment, where a car (robot) is
required to reach c4 without colliding with any of the pedestrians
(agents).

3.2. Problem formulation

As it will become clear in Section 4.4, the joint behavior of
the robot and agents in the graph environment can be mod-
eled by the parallel composition of the TS and MC models
described above, which takes the form of an MDP (see Def-
inition 2.5). Given a scLTL formula φ over �, our goal is
to synthesize a policy for this MDP, which we will simply
refer to as the system, such that the probability of satisfying
φ is either maximized or above a given threshold. Since we
assume perfect state information, the robot can implement
a control policy computed for the system, i.e. based on its
state and the state of all the other agents. As a result, we will
not distinguish between a control policy for the robot and a
control policy for the system, and we will refer to it sim-
ply as the control policy. We can now formulate the main
problem considered in this paper:

Problem 3.1. Given a system described by a robot T and a
set of agents M1, . . . , Mn operating on a graph E , and given
a specification expressed as a scLTL formula φ over �,
synthesize a control policy μ� that satisfies the following:

1. If a probability threshold pthr is given, the probability
that the system satisfies φ under μ� is at least pthr.

2. Otherwise, μ� maximizes the probability that the system
satisfies φ.

If no such policy exists, report failure.
As will be shown in Section 4.1, the parallel composition

of MDP and MC models also takes the form of an MDP.
Hence, our approach can easily accommodate the case
where the robot is a Markov decision process. We consider
a deterministic robot only for simplicity of presentation.

Example 3.2. Figure 1 illustrates a car in a five-cell envi-
ronment with five pedestrians, where LE ( v) = v for v ∈
{c0, . . . , c4}. Figure 2 illustrates the TS T and the MCs
M1, . . . , M5 that model the car and the pedestrians. The
car is required to reach the end of the crossing (cell c4)
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Fig. 2. TS T and MCs M1, . . . , M5 that model the car and the
pedestrians. Note that the model of the fifth pedestrian M5 is
different than the models of the remaining pedestrians.

Fig. 3. Deterministic FSA F that corresponds to φ =
¬col U end where col = ∨

i=1,...,5,j=0,...,4(( T, cj)∧( i, cj))
and end = ( T, c4). q0 and q1 are the initial and final states,
respectively.

without colliding with any of the pedestrians. To enforce
this behavior, we write our specification as

φ :=
⎛
⎝¬

∨
i=1,...,5, j=0,...,4

(( T, cj)∧( i, cj))

⎞
⎠ U ( T, c4) (1)

The deterministic FSA that corresponds to φ is given in Fig-
ure 3, where col = ∨

i=1,...,5, j=0,...,4(( T, cj)∧( i, cj)) and
end = ( T, c4).

Remark 3. Note that since the specification φ is an scLTL
formula over �, the alphabet of the corresponding FSA can
be potentially large due to the large number of propositions
used to define the properties of interest. Instead, one can
trivially rewrite φ by replacing the Boolean conjunctions
and disjunctions of the propositions in � with new atomic
propositions resulting in an equivalent but more succinct
formula which translates to an FSA with a considerably
smaller alphabet as we show in Example 3.2. These new
atomic propositions are then satisfied at those states of the
system where their respective subformulas are satisfied.

3.3. Solution outline

One can directly solve Problem 3.1 by reducing it to a max-
imal reachability probability (MRP) problem on the MDP
modeling the overall system as given in Alfaro (1997);
Baier and Katoen (2008). This approach, however, is very
resource demanding as it scales exponentially with the num-
ber of agents. As a result, the environment size and the
number of agents that can be handled in a reasonable time

Fig. 4. An overview of our approach. Prμi
Pi

( φ) denotes the max-
imum probability of satisfying φ in the product MDP Pi com-
puted at the ith iteration and Prμ

�
( φ) denotes the probability of

satisfying φ under the best policy computed so far.

frame and with limited memory are small. To address this
issue, we propose a highly efficient incremental control syn-
thesis algorithm that exploits the independence between the
system components and the fact that verification is less
demanding than synthesis. Figure 4 gives an overview of
our approach, where a cycle of the flow chart corresponds
to an iteration of our algorithm. At each iteration i, our
method will involve the following steps: synthesis of an
optimal control policy considering only some of the agents
(Section 4.4), verification of this control policy with respect
to the complete system (Section 4.5), and reduction of the
size of the system model using the values obtained in the
synthesis and verification steps (Section 4.6).

4. Problem solution

Our solution to Problem 3.1 is given in the form of
Algorithm 1. In the rest of this section, we explain each of
its steps in detail.

4.1. Parallel composition of system components

Given the set M = {M1, . . . , Mn} of all agents, we use
Mi ⊆M to denote its subset used at iteration i. Then, we
define the synchronous parallel composition T ⊗Mi of T
and agents in Mi = {Mi1, . . . , Mij} for different types of T
as follows.

If T is a TS, then we define T ⊗Mi as the MDP A =
(QA, q0

A,AA, αA, δA, �A,LA)= T⊗Mi, such that

• QA ⊆ QT × Qi1 × · · · × Qij such that a state q =
( qT, qi1, . . . , qij) exists iff it is reachable from the initial
states;

• q0
A = ( q0

T, q0
i1, . . . , q0

ij);
• AA = AT;
• αA( q)= αT( qT), where qT is the element of q that

corresponds to the state of T;
• �A = �T ∪�i1 ∪ · · · ∪�ij;
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Algorithm 1: INCREMENTAL-CONTROL-SYNTHESIS

Input: T, M1, . . . , Mn, φ, ( optional: pthr) .
Output: μ� s.t. Prμ

�
( φ)≥ Prμ( φ) ∀μ if pthr is not given,

otherwise Prμ
�
( φ)≥ pthr.

1 M = {Mj | ( j, p)∈ φ, j ∈ {1, . . . , n}} , i← 0.
2 Construct FSA F corresponding to φ.

3 μ� ← ∅, Prμ
�
( φ)← 0, Mi ← ∅, Ai ← T, i← 1.

4 Process φ to form M+ and M−.
5 if |M+| ≤ |M−| then mode← avoid and Mnew

i ←M+.
6 else mode← reach and Mnew

i ←M−.
7 if Mnew

i = ∅ then Add an arbitrary element to
Mnew

i from M.
8 while True do
9 Mi ←Mi−1 ∪Mnew

i , Mi ←M \Mi.
10 Ai ← Ai−1 ⊗Mnew

i .
11 if mode = reach then
12 LAi ( q)= LAi ( q)∪{( j, p) |( j, p)∈ φ, Mj ∈Mi} ∀ q ∈

QAi , and �Ai = �Ai∪(
⋃

Mj∈Mi
�Mj ).

13 Pi ← Ai ⊗ F.

14 Synthesize μi that maximizes Prμi
Pi

( φ) using Pi.

15 if pthr given and Prμi
Pi

( φ) < pthr then
16 Fail: � μ such that Prμ( φ)≥ pthr.

17 else if Prμi
Pi

( φ)= 0 then Fail: φ cannot be satisfied.

18 else if Mi =M then Success: Return μi.
19 else
20 if mode = reach then
21 LAi ( q)= LAi ( q) \{( j, p) |( j, p)∈ φ, Mj ∈

Mi} ∀ q ∈ QAi , and �Ai = �Ai\(
⋃

Mj∈Mi
�Mj ).

Perform the same operation on Pi.

22 Obtain the MC Mμi
Pi

induced on Pi by μi.

23 Mμi
M ←Mμi

Pi
⊗Mi.

24 Ri ←Mμi
M ⊗ F.

25 Compute Prμi ( φ) using Ri.

26 if Prμi ( φ) > Prμ
�
( φ) then

μ� ← μi, Prμ
�
( φ)← Prμi ( φ).

27 if Prμi
Pi

( φ)= Prμ
�
( φ) then

28 Success: Return μ�.

29 if pthr given and Prμ
�
( φ)≥ pthr then

30 Success: Return μ�.

31 else
32 Mnew

i+1 ← {Mj}, where Mj is the smallest agent in

Mi, reduce the size of Ai, i← i+ 1.

• LA( q)= LT( qT)∪Li1( qi1)∪ · · · ∪ Lij( qij);
• δA( q = ( qT, qi1, . . . , qij) , a, q′ = ( q′T, q′i1, . . . , q′ij))=

1{( qT, a, q′T)∈ δT } × δ( qi1, q′i1)× · · · × δ( qij, q′ij),

where 1{·} is the indicator function.
If T is an MDP, then we define T ⊗Mi as the MDP

A = (QA, q0
A,AA, αA, δA, �A,LA)= T ⊗Mi, such that

QA, q0
A, AA, αA, �A, and LA are as given in the case where

T is a TS and

• δA( q = ( qT, qi1, . . . , qij) , a, q′ = ( q′T, q′i1, . . . , q′ij))=
δT( qT, a, q′T)×δi1( qi1, q′i1)× · · · × δij( qij, q′ij).

Finally if T is an MC, then we define T⊗Mi as the MC
A = (QA, q0

A, δA, �A,LA)= T ⊗Mi where QA, q0
A, �A,

LA are as given in the case where T is a TS and

• δA( q = ( qT, qi1, . . . , qij) , q′ = ( q′T, q′i1, . . . , q′ij))=
δT( qT, q′T)×δi1( qi1, q′i1)× · · · × δij( qij, q′ij).

4.2. Product MDP and product MC

Given the deterministic FSA F that recognizes all and only
the finite words that satisfy φ, we define the product of M⊗
F for different types of M as follows.

If M is an MDP, we define M ⊗ F as the product MDP
P = (QP, q0

P,AP, αP, δP, �P,LP)=M⊗ F, where

• QP ⊆ QM × QF such that a state q exists iff it is
reachable from the initial states;

• q0
P = ( q0

M, qF) such that ( q0
F,LM( q0

M) , qF)∈ δF;
• AP = AM;
• αP(( qM, qF))= αM( qM);
• �P = �M;
• LP(( qM, qF))= LM( qM);
• δP(( qM, qF) , a, ( q′M, q′F))= 1{( qF,LM( q′M) , q′F)∈ δF}
×δM( qM, a, q′M),

where 1{·} is the indicator function. In this product MDP,
we also define the set FP of final states such that a state
q = ( qM, qF)∈ FP iff qF ∈ FF, where FF is the set of final
states of F.

If M is an MC, we define M ⊗ F as the product MC
P = (QP, q0

P, δP, �P,LP)= M ⊗ F where QP, q0
P, �P, LP

are as given in the case where M is an MDP and

• δP(( qM, qF) , ( q′M, q′F))= 1{( qF,LM( q′M) , q′F)∈ δF} ×
δM( qM, q′M).

In this product MC, we also define the set FP of final states
as given above.

4.3. Initialization

Lines 1 to 3 of Algorithm 1 correspond to the first part
of the initialization of our algorithm. First, we form the
set M = {Mj | ( j, p)∈ φ, j ∈ {1, . . . , n}} of all agents
that appear in the mission specification, where ( j, p)∈ φ

means that proposition ( j, p) appears in φ. Note that due to
our assumption of independence between the components
of the system, we can safely ignore any agent that is not
a part of the mission specification φ. Then, we construct
the FSA F that corresponds to φ, which can be automati-
cally done using existing tools such as scheck from Latvala
(2003). We use Mi ⊆ M to denote the subset of inde-
pendent agents considered in the synthesis step of the ith
iteration of our algorithm. At any given iteration, the vari-
ables μ� and Prμ

�
( φ) hold the best control policy and the

probability of satisfying φ under this policy in the presence
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of all agents, respectively. Since we have not synthesized
any control policies so far, we reset Mi and μ�, and set
Prμ

�
( φ) to 0. Then, we set Ai, which stands for the parallel

composition of the robot T and the agents in Mi, to T, and
set the iteration counter to 1.

For the sake of efficiency, our algorithm can operate in
two modes: avoid and reach. The avoid mode applies to
the cases where the robot has to avoid the majority of the
agents in order to satisfy φ, whereas the reach mode applies
to the cases where the robot has to reach the majority of the
agents in order to satisfy φ. In the avoid mode, we start
by considering all the agents that can satisfy φ, denoted by
the set M+ ⊆ M, whereas in the reach mode, we start
by considering all the agents that can violate φ, denoted by
the set M− ⊆ M. In either mode, our algorithm starts by
building a partial model composed of the robot and a sub-
set of agents, either M+ or M− depending on the mode of
the algorithm, and incrementally adds the remaining agents
until a termination condition is satisfied. This allows us to
incrementally solve the synthesis problem while guaran-
teeing completeness as discussed in greater detail in Sec-
tion 4.4 and Section 4.5. Next, we discuss how we form the
sets M+ and M− and choose the operation mode of the
algorithm.

Lines 4 to 7 of Algorithm 1 choose the mode in which
the algorithm will operate in and initializes the set Mnew

1 of
agents that will be considered in the synthesis step of the
first iteration. We first rewrite φ in positive normal form to
obtain φpnf , where the negation operator ¬ occurs only in
front of atomic propositions. Conversion of φ to φpnf can
be performed automatically using De Morgan’s laws and
equivalences for temporal operators as given in Baier and
Katoen (2008). Then, we define the set M+ to be the set
of agents that can satisfy the specification and include an
agent Mi ∈ M in M+ if any of its corresponding propo-
sitions of the form ( i, p)∈ �i appears non-negated in φpnf .
Similarly, we define the set M− to be the set of agents that
can violate the specification and include an agent Mi ∈M
in M− if any of its corresponding propositions of the form
( i, p)∈ �i appears negated in φpnf . Note that the sets M+

and M− are not necessarily mutually exclusive, i.e. there
may be an agent i with some proposition ( i, p)∈ �i that
appears both negated and non-negated in φpnf . Next, we set
Mnew

1 to the smaller of these two sets and set the mode to
avoid if Mnew

1 =M+ and to reach otherwise. Note that this
comparison can also be performed in terms of the total size
of the models in M+ and M− if the model sizes of the indi-
vidual agents differ a lot from each other. In case Mnew

1 = ∅
after this procedure, we form Mnew

1 arbitrarily by including
an agent from M and proceed with the synthesis step of our
approach.

Example 3.2 Revisited. For this example we have M+ =
∅, M− = {M1, . . . , M5}, and the algorithm operates in
avoid mode. Since Mnew

1 = ∅ after the procedure, we set
Mnew

1 = {M1} and proceed with the synthesis step of our
approach.

4.4. Synthesis

Lines 9 to 19 of Algorithm 1 correspond to the synthe-
sis step of our approach. In the synthesis stage, we incre-
mentally build a partial model of the complete system and
synthesize an optimal control policy μi considering only the
subset Mi ⊆M of agents.

At the ith iteration, the agent subset that we consider is
given by Mi = Mi−1 ∪Mnew

i , where Mnew
i contains the

agents that will be newly considered as selected at the end
of the previous iteration or by the initialization procedure
given in Section 4.3 if i is 1. First, we construct the par-
allel composition Ai = Ai−1 ⊗Mnew

i of our robot and
the agents in Mi as described in Section 4.1. Notice that,
we use Ai−1 to save from computation time and memory
as Ai−1 ⊗Mnew

i is typically smaller than T ⊗Mi due to
the reduction procedure explained in Section 4.6. Then, we
handle the propositions of the agents that are not consid-
ered in the partial system model Ai, denoted by Mi, so that
the resulting synthesis problem is an optimistic simplifica-
tion of the original problem, i.e. the maximum probability
of satisfying φ in the partial system Ai is higher than or
equal to the maximum probability of satisfying φ in the
complete system T ⊗M1 ⊗ . . . Mn. If the algorithm is in
avoid mode, this is by construction as the partial system
model Ai that we obtain at line 10 excludes the agents in
Mi =M− \Mi whose propositions may violate φ. If the
algorithm is in reach mode, we add the propositions of the
agents in Mi = M+ \Mi that may be needed to satisfy
φ to the propositions of all states of the partial model Ai

at line 12. Following this, we construct the product MDP
Pi = Ai ⊗ F as explained in Section 4.2. Then, our con-
trol synthesis problem can be solved by solving a maximal
reachability probability (MRP) problem on Pi, where one
computes the maximum probability of reaching the set FPi

from the initial state q0
Pi

(Alfaro (1997)), after which the
corresponding optimal control policy μi can be recovered
as given in Baier and Katoen (2008) and Ding et al. (2011).
Consequently, at line 14 of Algorithm 1 we solve the MRP
problem on Pi using value iteration to obtain optimal pol-
icy μi that maximizes the probability of satisfaction of φ in
the presence of the agents in Mi. We denote this probabil-
ity by Prμi

Pi
( φ), whereas Prμi( φ) stands for the probability

that the complete system satisfies φ under policy μi. Note
that Prμi

Pi
( φ) is higher than or equal to the actual probabil-

ity of satisfying φ in the presence of all agents which we
will compute in the verification step of our algorithm. Next,
we prove that {Prμi

Pi
( φ) } is a non-increasing sequence and is

always greater than or equal to the maximum probability of
the complete system satisfying φ.

Proposition 4.1. The sequence {Prμi
Pi

( φ) } is non-increasing

and Prμi
Pi

( φ)≥ Prμ
′
( φ), where μ′ is an optimal control

policy for the complete system.

Proof. The proof follows from the fact that for any itera-
tion i, the synthesis problem for the partial system model is
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an optimistic simplification of the original synthesis prob-
lem. Let MC Mj of agent j be such that Mj �∈ M1. Let
r = q0, q1, . . . , ql be a path of the system after including
Mj at iteration i > 1 and ω = L( r)= ω0, ω1, . . . , ωl be
the word generated by r. We first consider the avoid mode,
where Mj �∈ M1 ⇒ Mj �∈ M+ (due to line 5 of Algo-
rithm 1). This means that the propositions of agent j cannot
appear non-negated in φpnf and therefore are not responsi-
ble for satisfaction of φ. Consequently, in the avoid mode,
if ω satisfies φ, then ω̃ = ω̃0, ω̃1, . . . , ω̃l also satisfies φ,
where ω̃k = ωk \ Lj( qk

j ) for each k ∈ {0, . . . , l}, qk
j is the

state of Mj in qk , and Lj( qk
j ) is the proposition satisfied at

state qk
j of Mj. For the case when the algorithm is in reach

mode, we let ω̃k = ωk ∪ {( j, p) |( j, p)∈ φ} (due to line 12
of Algorithm 1) and see that if ω satisfies φ, ω̃ also satis-
fies φ. This follows from the fact that in the reach mode,
Mj �∈ M1 ⇒ Mj �∈ M− (line 6 of Algorithm 1), mean-
ing that the propositions of agent j cannot appear negated
in φpnf and they are not responsible for violation of φ.
Thus, we conclude that the probability of satisfying φ can-
not increase after we add agent Mj ∈ M \M1, and the
sequence {Pμi

Pi
( φ) } is non-increasing such that it attains its

maximum value Pμ1
P1

( φ) at the first iteration and does not
increase as more agents from M \M1 are considered in
the following iterations. When Algorithm 1 terminates at
line 18 after considering all the independent agents at some
iteration k (assuming the failure conditions given at lines 15
and 17 are never satisfied), the control policy returned is an
optimal control policy for the complete system under which
the probability of satisfying φ equals the minimum of the
sequence {Prμi

Pi
( φ) }. Thus, Prμi

Pi
( φ)≥ Prμ

′
( φ), i = 1, . . . , k,

where μ′ is an optimal control policy for the complete
system. �

Corollary 4.2. If at any iteration Prμi
Pi

( φ) < pthr, then there
does not exist a policy μ : Prμ( φ)≥ pthr, where μi is
an optimal control policy that we compute at the synthe-
sis stage of the ith iteration considering only the agents
in Mi.

The steps that we take at the end of the synthesis,
i.e. lines 15 to 19 of Algorithm 1 are as follows. If pthr is
given and Prμi

Pi
( φ) < pthr, we terminate by reporting that

there exists no control policy μ : Prμ( φ)≥ pthr, which is a
direct consequence of Proposition 4.1. Else, if Prμi

Pi
( φ)= 0,

we terminate by reporting that the specification φ cannot be
satisfied, which again follows from Proposition 4.1. Else, if
Mi = M, we return μi as we have considered all of the
agents (and μi satisfies the probability threshold pthr if it is
given). Otherwise, we proceed with the verification of μi to
compute the probability that the complete system satisfies
φ under policy μi, which we denote by Prμi( φ).

4.5. Verification and selection of Mnew
i+1

Lines 20 to 32 of Algorithm 1 correspond to the verification
stage of our algorithm. In the verification stage, we verify

the policy μi that we have just synthesized considering the
complete system, obtain the actual probability of satisfac-
tion Prμi( φ), and update the best policy so far, which we
denote by μ�, as required.

Note that μi maximizes the probability of satisfying φ

in the presence of agents in Mi and induces an MC by
resolving all non-deterministic choices in Pi. For the reach
case, μi is synthesized assuming that the propositions of the
remaining agents are satisfied at all states of Ai (line 12).
Thus, if the algorithm is in reach mode, we first remove
these propositions from the states of Ai and Pi (lines 20–
21). Then, we obtain the induced Markov chain Mμi

Pi
that

captures the joint behavior of the robot and the agents in
Mi under policy μi, and we proceed by considering the
agents that were not considered during synthesis of μi,
i.e. the agents in Mi =M\Mi. In order to account for the
existence of the agents that we newly consider, we exploit
the independence between the components of the system
and construct the MC Mμi

M = Mμi
Pi
⊗Mi in line 23. In

lines 24–25 of Algorithm 1, we construct the product MC
Ri = Mμi

M ⊗ F and compute the actual probability Prμi( φ)
of satisfying φ for the complete system by computing the
probability of reaching Ri’s final states from its initial state
using value iteration. Finally, in line 26 we update μ� if we
have a policy that is better than the best we have found so
far. Notice that keeping track of the best policy μ� makes
Algorithm 1 an anytime algorithm since the algorithm can
be terminated as soon as some μ� is obtained.

At the end of the verification stage, we first check if the
probability that the partial system considered in the synthe-
sis stage satisfies φ under policy μi equals the probability
that the complete system satisfies φ under the best policy
μ� found so far, i.e. Prμi

Pi
( φ)= Prμ

�
( φ). If so, we terminate

and return μ� as this indicates that the remaining agents do
not affect the satisfaction of φ and μ� is therefore an opti-
mal policy for the complete system (see Proposition 4.4).
Else, if pthr is given and Prμ

�
( φ)≥ pthr we terminate and

return μ�, as it satisfies the given probability threshold. Oth-
erwise in line 32 of Algorithm 1, we pick the smallest Mj in
terms of state and transition count, which we call the small-
est agent first (SAF) rule. Note that, one can also choose to
pick an arbitrary Mj ∈Mi to be included in Mi+1, which
we call the random agent first (RAF) rule.

Proposition 4.3. The sequence {Prμ
�
( φ) } is a non-

decreasing sequence.

Proof. The result directly follows from the fact that μ� is
set to μi if and only if Prμi( φ) > Pμ�

( φ). �

Proposition 4.4. If Prμk
Pk

( φ)= Prμ
�
( φ) at some iteration k,

then Prμk
Pk

( φ)= Prμ
′
( φ), where μ′ is an optimal control pol-

icy for the complete system and μ� is the best policy found
until iteration k.

Proof. Note that Prμi
Pi

( φ)≥ Prμ
′

and {Prμi
Pi

( φ) } is non-
increasing for all i (Proposition 4.1). Also note that
Prμ

′
( φ)≥ Prμ

�
( φ) and {Prμ

�
( φ) } is non-decreasing for all
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i (Proposition 4.3). Thus, if we have Prμk
Pk

( φ)= Prμ
�
( φ)

at some iteration k, then we can conclude that Prμk
Pk

( φ)=
Prμ

′
( φ) and Pr

μj
Pj

( φ)= Prμ
′
( φ) for all j ≥ k. �

4.6. Size reduction

The reduction stage of our approach (line 32) aims to reduce
the overall resource usage by removing those transitions and
states of Ai that are not needed in the subsequent iterations.
The main idea is to use the probability values obtained
in the synthesis and verifications stages as over and under
approximations for the probability of satisfying φ by taking
some action at some state of Ai and removing those actions
that will not be used in the following iterations.

Let Si( q, a) denote the probability of satisfying φ after
taking action a at state q of Pi under policy μi as given by
the synthesis step of the ith iteration, where a ∈ APi( q).
Also, let Vi( q) denote the probability of satisfying φ under
policy μi from state q of Ri as given by the verification step
of the ith iteration. Since we are interested in reducing the
size of Ai before it is used again in the next iteration, we
first define two new operators Si( q, a) and Vi( q) based on
Si and Vi:

Si( q, a)= max
qF∈QF

Si( q⊕ qF, a) ∀ q ∈ QAi , a ∈ AAi ( q)

and

Vi( q)= min
q′ s.t. q⊕q′∈QRi

Vi( q⊕ q′) ∀ q ∈ QAi

where ⊕ is the concatenation operator defined as follows.
If both q and q′ are tuples such that q = ( q1, . . . , qn) and
q′ = ( q′1, . . . , q′m), then q ⊕ q′ = ( q1, . . . , qn, q′1, . . . , q′m).
If q′ is not a tuple then q ⊕ q′ = ( q1, . . . , qn, q′). Then, we
remove an action a from state q of Ai if Si( q, a) < Vi( q)

or Si( q, a)= 0 and prune any states of Ai that are not
reachable from the initial state. Next, we proceed with the
synthesis step of the next iteration.

Proposition 4.5. The reduction step does not affect the
correctness and completeness of our approach.

Proof. Since the reduction step does not add any new tran-
sitions and does not change any transition probabilities, it
does not affect the correctness of our approach. Thus, it
remains to show that reduction does not affect the com-
pleteness of our approach, which we prove by contradic-
tion. Suppose that according to an optimal control pol-
icy μ′ for the complete system, the optimal action to take
at state ( qT, q1, . . . , qn, qF) of T ⊗ M1 ⊗ · · · ⊗ Mn ⊗ F,
which results in a non-zero probability of satisfaction, is
a. Suppose further that, w.l.o.g., at the first iteration of
Algorithm 1 this action is removed from state ( qT, q1) of
the partial system model A1 = T ⊗ M1, causing the
algorithm to fail to return a control policy or to return
a suboptimal policy. For this to happen, we must have
either S1(( qT, q1) , a) < V1(( qT, q1)) or S1(( qT, q1) , a)=

0. Note that since Prμ1
P1

( φ)≥ Prμ
′
( φ) (Proposition 4.1),

S1(( qT, q1) , a) is also greater than or equal to the maximum
probability of satisfying φ by taking action a at any state
of the form ( qT, q1, . . . ) of the complete system. Note also
that, Vi(( qT, q1)) is less than or equal to the maximum prob-
ability of satisfying φ from any state of the complete system
of the form ( qT, q1, . . . ). So, we must have S1(( qT, q1) , a)≥
V1(( qT, q1)) and S1(( qT, q1) , a) > 0 which contradicts with
our initial assumption. Thus, we conclude that the reduction
step does not remove any actions that can be part of an opti-
mal control policy for the complete system and therefore
does not affect the completeness of our approach. �

We finally show that Algorithm 1 correctly solves
Problem 3.1.

Proposition 4.6. Algorithm 1 solves Problem 3.1.

Proof. Algorithm 1 combines all the steps given in this
section and synthesizes a control policy μ� that either
ensures Prμ

�
( φ)≥ pthr if pthr is given, or maximizes

Prμ
�
( φ). If Algorithm 1 terminates at line 15 or 17, com-

pleteness is guaranteed by the fact that Prμi
Pi

is a non-
increasing sequence as given in Proposition 4.1. Also, as
given in Proposition 4.5, the reduction stage does not affect
the correctness and completeness of the approach. Thus,
Algorithm 1 solves Problem 3.1. �

Remark 4 (Asymptotic time and space complexity). We
must note that the worst-case (asymptotic) time and space
complexity of our approach is the same as the classical
approach where one solves the synthesis problem over a rel-
atively large system model that captures all components of
the system and the mission specification. This follows from
the fact that, in the worst case, a probability threshold may
not be given and the reduction step of our approach may
not remove any transitions or states causing the algorithm
to run until all agents are considered in the synthesis step.
However, as discussed in the following section, in practice
our algorithm may perform much better than the classical
approach due to the reduction step as well as its ability
to terminate early if a low enough probability threshold is
given.

5. Implementation and case studies

We implemented Algorithm 1 in Python as the LTL Optimal
Multi-Agent Planner (LOMAP) package, which is publicly
available online.1 LOMAP uses the NetworkX graph pack-
age described in Hagberg et al. (2008) to represent vari-
ous models in our implementation and the scheck software
described in Latvala (2003) to convert scLTL specifications
to deterministic finite state automata. A typical usage of our
package is as follows:

1. The user defines the transition system T that models the
robot and the Markov chains {M1, . . . , Mn} that model
the agents in individual plain text files using LOMAP’s
format.
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2. The user writes a short python script that defines the
mission specification φ expressed in scLTL, the proba-
bility threshold pthr (if desired), and calls the appropri-
ate LOMAP function.

3. If pthr is not given, our implementation returns a con-
trol policy μ� that maximizes Prμ

�
( φ). If pthr is given,

our implementation returns a control policy such that
Prμ

�
( φ)≥ pthr. If no such policy exists, our implemen-

tation shows an error message and quits.

In the following, we compare the performance of our incre-
mental approach given in Algorithm 1 with the performance
of the classical method that attempts to solve this problem
in a single pass using value iteration as given in Baier and
Katoen (2008), Bianco and De Alfaro (1995), and Alfaro
(1997). In our experiments we used an iMac i5 quad-core
desktop computer and considered Python implementations
of both approaches.

Case study 1. We return to the pedestrian crossing prob-
lem given in Example 3.2 and illustrated in Figures 1 and 2.
The mission specification given in equation (1) (which we
repeat here for convenience) is

φ1 :=
⎛
⎝¬

∨
i=1,...,5,j=0,...,4

(( T, cj)∧( i, cj))

⎞
⎠ U ( T, c4)

and the corresponding deterministic FSA is given in Fig-
ure 3, where col = ∨

i=1,...,5,j=0,...,4(( T, cj)∧( i, cj)) and
end = ( T, c4). During the experiments, our algorithm
ran in avoid mode and picked the new agent Mnew

i to
be considered at the next iteration in the following order:
M1, M2, M3, M4, M5, i.e. according to the smallest agent
first rule given in Section 4.5. When no pthr was given,
optimal control policies synthesized by both of the algo-
rithms satisfied φ with a probability of 0.8. The classical
approach solved the control synthesis problem in 4.11 s,
and the product MDP on which the MRP problem was
solved had 1004 states and 26,898 transitions. In compar-
ison, our incremental approach solved the same problem in
3.53 s, thanks to the reduction stage of our approach, which
reduced the size of the problem at every iteration by pruning
unneeded actions and states. The largest product MDP on
which the MRP problem was solved in the synthesis stage
of our approach had 266 states and 4474 transitions. The
largest product MC that was considered in the verification
stage of our approach had 486 states and 7000 transitions.
The probabilities of satisfying φ under policy μi obtained
at each iteration of our algorithm were Prμ1 ( φ)= 0.463,
Prμ2 ( φ)= 0.566, Prμ3 ( φ)= 0.627, Prμ4 ( φ)= 0.667, and
Prμ5 ( φ)= 0.8. When pthr was given as 0.6, our approach
finished in 2 s and terminated after the third iteration return-
ing a sub-optimal control policy with a 0.627 probability
of satisfying φ. In this case, the largest product MDP on
which the MRP problem was solved in the synthesis stage
had only 73 states and 322 transitions. Furthermore, since

our algorithm runs in an anytime manner, it could be termi-
nated as soon as a control policy was available, i.e. at the
end of the first iteration (0.8 s). Figure 5 compares the clas-
sical single-pass approach with our incremental algorithm
in terms of running time and state counts of the product
MDPs and MCs. It is interesting to note that state count of
the product MDP considered in the synthesis stage of our
algorithm increases as more agents are considered, whereas
state count of the product MC considered in the verification
stage of our algorithm decreases as the minimization stage
removes unneeded states and transitions after each iteration.

Case study 2. Next, we consider the setup given in the
previous case study under a different scenario, e.g. a res-
cue/extraction operation, where friendlies M1, . . . , M4 must
be saved from adversary M5 by the car. More specifi-
cally, the car is expected to pick-up agents M1, . . . , M4

while avoiding agent M5. We can express this mission
specification in scLTL as

φ2:=
⎛
⎝ ∧

i=1,...,4

F

⎛
⎝ ∨

j=0,...,4

(( T, cj)∧( i, cj))

⎞
⎠

⎞
⎠

∧
⎛
⎝

⎛
⎝¬

∨
j=0,...,4

(( T, cj)∧( 5, cj))

⎞
⎠ U ( T, c4)

⎞
⎠ .

If we let reach_i = ∨
j=0,...,4(( T, cj)∧( i, cj)), col_5 =∨

j=0,...,4(( T, cj)∧( 5, cj)), and end = ( T, c4), φ2 can be
rewritten simply as

φ2 :=
⎛
⎝ ∧

i=1,...,4

F reach_i

⎞
⎠ ∧ (¬col_5 U end) .

The FSA that corresponds to φ2 has 33 states and
260 transitions. In this case, our algorithm ran in reach
mode and added agents to Mi in the following order:
M5, M1, M2, M3, M4. Optimal control policies synthesized
by both the classical and the proposed algorithm satis-
fied φ with a probability of 0.157. The classical approach
solved the control synthesis problem in 7.46 s and the
product MDP on which the MRP problem was solved had
3116 states and 60,915 transitions, whereas our incremen-
tal approach solved the same problem in 5.94 s. The largest
product MDP on which the MRP problem was solved in the
synthesis stage of our approach had 371 states and 3264
transitions. The largest product MC that was considered
in the verification stage of our approach had 2523 states
and 40,547 transitions. The probabilities of satisfying φ

under policy μi obtained at each iteration of our algorithm
were Prμ1 ( φ)= 0.004, Prμ2 ( φ)= 0.066, Prμ3 ( φ)= 0.104,
Prμ4 ( φ)= 0.133, and Prμ5 ( φ)= 0.157. Figure 6 com-
pares the classical single-pass approach with our incremen-
tal algorithm in terms of running time and state counts of
the product MDPs and MCs. It is interesting to note that,
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Fig. 5. Comparison of the classical single-pass and proposed incremental algorithms for case study 1. The left plot shows the running
times of the algorithms and the probabilities of satisfying φ1 under synthesized policies. The right plot compares the state counts of the
product MDPs for which synthesis was performed in both approaches (black and red lines) and shows the state count of the product MC
considered in the verification stage of our incremental algorithm (red dashed line).

the number of states considered in the synthesis stage of
the fifth iteration is less than the number of states consid-
ered at the synthesis stage of the fourth iteration, which
is due to the large number of edges and states removed
at the reduction stage of the fourth iteration (438 edges
and 12 states). Note also that low probability of satisfac-
tion of φ2 is due to the requirement to save all friendlies.
If we relax the mission specification such that at least
one friendly must be saved as opposed to all of them,
i.e. (

∨
i=1,...,4 F reach_i)∧ (¬col_5 U end), optimal

control policies computed by both approaches satisfy the
specification with a probability of 0.606. In this case, the
largest product MDP on which the MRP problem was
solved in the synthesis stage of our approach had 985 states
and 20,644 transitions whereas the classical approach had
to construct a product MDP with 1404 states and 36,033
transitions to solve the control synthesis problem. If we
further let the car to reverse from c2 to c0, the maximum
probability of satisfaction increases by 0.000594. The rea-
son for this small increase is because going back from c2

to c0 is optimal only when there are no pedestrians at c2,
which occurs only with a relatively small probability. It is
also interesting to note that the number of states considered
in the verification step of our approach can be less than the
number of states of the partial system considered in the syn-
thesis step, as in the fourth iteration of this case study. This
can occur when the number of states of the Markov chain
induced by the control policy computed in the synthesis step
is small enough such that when the remaining components
are added to this model, the resulting model is still smaller
than the partial system model considered in the synthesis
step.

Case study 3. Now, we consider a larger example where
a robot has to safely drive out of a room with six traps. Fig-
ure 7(a) shows the room partitioned into 23 cells where the
black cells correspond to the walls, the blue square at cell c0

corresponds to the robot, and the cell highlighted in green
(c22) corresponds to the exit of the room (the target of the
robot). The transition system T that models the motion of
the robot in the room is shown in Figure 7(b), where we
omit the action labels at the edges for ease of presentation.
In Figure 7(a), the red and yellow circles represent the dif-
ferent kinds of traps located at various cells in the room, and
Figures 7(c) and 7(d) show their respective Markov models.
The traps have two states, trig (short for triggered) and safe.
We assume that the robot can detect the current states of the
traps at all times and becomes inoperative if it is in the same
cell with a triggered trap. Note that our approach can eas-
ily capture such logical states of the agents by modeling
them as cells in the environment which are not reachable
by the robot. In this case, the set of cells in the environ-
ment would be {c0, . . . , c22, trig, safe}, where the robot can
only move between c0, . . . , c22 (Figure 7(b)) and the traps
move between trig and safe (Figures 7(c), 7(d)). The mis-
sion specification for this example can be expressed as the
scLTL formula:

φ3 := ¬unsafe U end

where unsafe = (( T, c9)∧( 1, trig))∨(( T, c17)∧( 2, trig))
∨(( T, c19)∧( 3, trig))∨(( T, c2)∧( 4, trig))∨(( T, c11)
∧( 5, trig))∨(( T, c8)∧( 6, trig)), and end = ( T, c22). In
this case, our algorithm ran in avoid mode and terminated
at the end of the fourth iteration after adding agents (traps)
to Mi in the following order: M1, M2, M3, M4. Note that
our algorithm terminated before considering M5 and M6

in the synthesis as it already found an optimal solution for
the complete system at the fourth iteration. The optimal
control policies synthesized by both the classical approach
and the proposed algorithm satisfied φ with a probability of
0.512. The classical approach solved the control synthesis
problem in 60 s and the product MDP on which the
MRP problem was solved had 2752 states and 540,672
transitions, whereas our incremental approach solved the
same problem in 20 s. The largest product MDP on which
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Fig. 6. Comparison of the classical single-pass and proposed incremental algorithms for case study 2. The left plot shows the running
times of the algorithms and the probabilities of satisfying φ2 under synthesized policies. The right plot compares the state counts of the
product MDPs for which synthesis was performed in both approaches (black and red lines) and shows the state count of the product MC
considered in the verification stage of our incremental algorithm (red dashed line).

Fig. 7. (a) A partitioned room where the robot (the blue square at c0) is required to safely reach cell c22 (highlighted in green) by
avoiding the traps (the red and yellow circles) when they are in the triggered state. (b) The transition system T that models the motion
of the robot in the room. (c) and (d) The Markov models of red (M1, M2, M3) and yellow traps (M4, M5, M6), respectively.

the MRP problem was solved in the synthesis stage of our
approach had 704 states and 33,280 transitions. The largest
product MC that was considered in the verification stage
of our approach had 993 states and 63,552 transitions.
The probabilities of satisfying φ under policy μi obtained
at each iteration of our algorithm were Prμ1 ( φ)= 0.01,
Prμ2 ( φ)= 0.01, Prμ3 ( φ)= 0.01, and Prμ4 ( φ)= 0.512.
Figure 8(a) compares the classical single-pass approach
with our incremental algorithm in terms of running time
and state counts of the product MDPs and MCs. After
simulating the optimal control policy returned by our
approach 106 times, the ratio of the number of satisfying

trajectories to the total number of trajectories was found
to be 0.5119. Multimedia Extension 1 shows a satisfying
trajectory and two violating trajectories resulting from the
execution of this control policy by the robot.

We must also note that the order in which our algo-
rithm considers the agents can affect the running time,
resource usage, and intermediate outputs of our algorithm.
When our algorithm considered the agents in the order
M3, M4, M1, M2, it again terminated after the fourth itera-
tion returning an optimal control policy with 0.512 prob-
ability of satisfying φ3. Total computation took 24.32 s
(slightly longer than the previous case), the largest product
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Fig. 8. Comparison of the classical single-pass and proposed incremental algorithms for case study 3. (a) Incremental approach adds
agents to Mi in the order M1, M2, M3, M4 and (b) incremental approach adds agents to Mi in the order M3, M4, M1, M2. The left
plots show the running times of the algorithms and the probabilities of satisfying φ3 under synthesized policies. The right plots compare
the state counts of the product MDPs for which synthesis was performed in both approaches (black and red lines) and show the state
count of the product MC considered in the verification stage of our incremental algorithm (red dashed line).

MDP on which the MRP problem was solved had 704 states
and 33,152 transitions, and the largest product MC used
in the verification stage had 1313 states and 79,936 transi-
tions. This time, however, the probabilities of satisfying φ

under policy μi obtained at each iteration were Prμ1 ( φ)=
0.01, Prμ2 ( φ)= 0.456, Prμ3 ( φ)= 0.480, Prμ4 ( φ)= 0.512,
and our algorithm was able to compute a relatively good
control policy in as little as 9 s. Figure 8(b) shows the results
for this case. Even though our approach clearly outperforms
the classical approach in resource usage, these results sug-
gest that its performance can be improved even further if the
next agent to be included in the synthesis stage is selected
according to some metric or heuristic tuned to the specific
problem at hand.

6. Conclusions

We present a highly efficient incremental method for auto-
matically synthesizing optimal control policies for a system
comprising a robot and multiple independent agents. The

robot, which can be a deterministic transition system or a
Markov decision process, is expected to satisfy a high-level
mission specification in the presence of the agents which
are modeled as Markov chains. For mission specifications,
we consider scLTL formulas over a set of propositions that
are satisfied by the robot and the agents. If a probability
threshold is given, our method terminates as soon as a con-
trol policy with probability of satisfaction greater than or
equal to this threshold is found. Otherwise, our method
synthesizes an optimal control policy that maximizes the
probability of satisfying the mission. Since our method does
not need to run to completion, it has practical value in appli-
cations where a control policy must be synthesized under
resource constraints.
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Note

1. LTL Optimal Multi-Agent Planner (LOMAP) Python Package
is available at http://hyness.bu.edu/lomap/.
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Appendix: Index to Multimedia Extension

The multimedia extension page is found at
http://www.ijrr.org

Table of Multimedia Extension

Extension Media type Description

1 Video Execution of the control policy in case
study 3.

http://www.ijrr.org/ijrr_2014/519000.htm


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-Italic
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeCorpID-Acrobat
    /AdobeCorpID-Adobe
    /AdobeCorpID-Bullet
    /AdobeCorpID-MinionBd
    /AdobeCorpID-MinionBdIt
    /AdobeCorpID-MinionRg
    /AdobeCorpID-MinionRgIt
    /AdobeCorpID-MinionSb
    /AdobeCorpID-MinionSbIt
    /AdobeCorpID-MyriadBd
    /AdobeCorpID-MyriadBdIt
    /AdobeCorpID-MyriadBdScn
    /AdobeCorpID-MyriadBdScnIt
    /AdobeCorpID-MyriadBl
    /AdobeCorpID-MyriadBlIt
    /AdobeCorpID-MyriadLt
    /AdobeCorpID-MyriadLtIt
    /AdobeCorpID-MyriadPkg
    /AdobeCorpID-MyriadRg
    /AdobeCorpID-MyriadRgIt
    /AdobeCorpID-MyriadRgScn
    /AdobeCorpID-MyriadRgScnIt
    /AdobeCorpID-MyriadSb
    /AdobeCorpID-MyriadSbIt
    /AdobeCorpID-MyriadSbScn
    /AdobeCorpID-MyriadSbScnIt
    /AdobeCorpID-PScript
    /AGaramond-BoldScaps
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-RomanScaps
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGar-Special
    /AkzidenzGroteskBE-Bold
    /AkzidenzGroteskBE-BoldEx
    /AkzidenzGroteskBE-BoldExIt
    /AkzidenzGroteskBE-BoldIt
    /AkzidenzGroteskBE-Ex
    /AkzidenzGroteskBE-It
    /AkzidenzGroteskBE-Light
    /AkzidenzGroteskBE-LightEx
    /AkzidenzGroteskBE-LightOsF
    /AkzidenzGroteskBE-Md
    /AkzidenzGroteskBE-MdEx
    /AkzidenzGroteskBE-MdIt
    /AkzidenzGroteskBE-Regular
    /AkzidenzGroteskBE-Super
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Aldine401BT-BoldA
    /Aldine401BT-BoldItalicA
    /Aldine401BT-ItalicA
    /Aldine401BT-RomanA
    /Aldine401BTSPL-RomanA
    /Aldine721BT-Bold
    /Aldine721BT-BoldItalic
    /Aldine721BT-Italic
    /Aldine721BT-Light
    /Aldine721BT-LightItalic
    /Aldine721BT-Roman
    /Aldus-Italic
    /Aldus-ItalicOsF
    /Aldus-Roman
    /Aldus-RomanSC
    /AlternateGothicNo2BT-Regular
    /AmazoneBT-Regular
    /AmericanTypewriter-Bold
    /AmericanTypewriter-BoldA
    /AmericanTypewriter-BoldCond
    /AmericanTypewriter-BoldCondA
    /AmericanTypewriter-Cond
    /AmericanTypewriter-CondA
    /AmericanTypewriter-Light
    /AmericanTypewriter-LightA
    /AmericanTypewriter-LightCond
    /AmericanTypewriter-LightCondA
    /AmericanTypewriter-Medium
    /AmericanTypewriter-MediumA
    /Anna
    /AntiqueOlive-Bold
    /AntiqueOlive-Compact
    /AntiqueOlive-Italic
    /AntiqueOlive-Roman
    /Arcadia
    /Arcadia-A
    /Arkona-Medium
    /Arkona-Regular
    /ArrusBT-Black
    /ArrusBT-BlackItalic
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AssemblyLightSSK
    /AuroraBT-BoldCondensed
    /AuroraBT-RomanCondensed
    /AuroraOpti-Condensed
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /Avenir-Black
    /Avenir-BlackOblique
    /Avenir-Book
    /Avenir-BookOblique
    /Avenir-Heavy
    /Avenir-HeavyOblique
    /Avenir-Light
    /Avenir-LightOblique
    /Avenir-Medium
    /Avenir-MediumOblique
    /Avenir-Oblique
    /Avenir-Roman
    /BaileySansITC-Bold
    /BaileySansITC-BoldItalic
    /BaileySansITC-Book
    /BaileySansITC-BookItalic
    /BakerSignetBT-Roman
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /BaskervilleBook-Italic
    /BaskervilleBook-MedItalic
    /BaskervilleBook-Medium
    /BaskervilleBook-Regular
    /BaskervilleBT-Bold
    /BaskervilleBT-BoldItalic
    /BaskervilleBT-Italic
    /BaskervilleBT-Roman
    /BaskervilleMT
    /BaskervilleMT-Bold
    /BaskervilleMT-BoldItalic
    /BaskervilleMT-Italic
    /BaskervilleMT-SemiBold
    /BaskervilleMT-SemiBoldItalic
    /BaskervilleNo2BT-Bold
    /BaskervilleNo2BT-BoldItalic
    /BaskervilleNo2BT-Italic
    /BaskervilleNo2BT-Roman
    /Baskerville-Normal-Italic
    /BauerBodoni-Black
    /BauerBodoni-BlackCond
    /BauerBodoni-BlackItalic
    /BauerBodoni-Bold
    /BauerBodoni-BoldCond
    /BauerBodoni-BoldItalic
    /BauerBodoni-BoldItalicOsF
    /BauerBodoni-BoldOsF
    /BauerBodoni-Italic
    /BauerBodoni-ItalicOsF
    /BauerBodoni-Roman
    /BauerBodoni-RomanSC
    /Bauhaus-Bold
    /Bauhaus-Demi
    /Bauhaus-Heavy
    /BauhausITCbyBT-Bold
    /BauhausITCbyBT-Heavy
    /BauhausITCbyBT-Light
    /BauhausITCbyBT-Medium
    /Bauhaus-Light
    /Bauhaus-Medium
    /BellCentennial-Address
    /BellGothic-Black
    /BellGothic-Bold
    /Bell-GothicBoldItalicBT
    /BellGothicBT-Bold
    /BellGothicBT-Roman
    /BellGothic-Light
    /Bembo
    /Bembo-Bold
    /Bembo-BoldExpert
    /Bembo-BoldItalic
    /Bembo-BoldItalicExpert
    /Bembo-Expert
    /Bembo-ExtraBoldItalic
    /Bembo-Italic
    /Bembo-ItalicExpert
    /Bembo-Semibold
    /Bembo-SemiboldItalic
    /Benguiat-Bold
    /Benguiat-BoldItalic
    /Benguiat-Book
    /Benguiat-BookItalic
    /BenguiatGothicITCbyBT-Bold
    /BenguiatGothicITCbyBT-BoldItal
    /BenguiatGothicITCbyBT-Book
    /BenguiatGothicITCbyBT-BookItal
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /Benguiat-Medium
    /Benguiat-MediumItalic
    /Berkeley-Black
    /Berkeley-BlackItalic
    /Berkeley-Bold
    /Berkeley-BoldItalic
    /Berkeley-Book
    /Berkeley-BookItalic
    /Berkeley-Italic
    /Berkeley-Medium
    /Berling-Bold
    /Berling-BoldItalic
    /Berling-Italic
    /Berling-Roman
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BernhardTangoBT-Regular
    /BlockBE-Condensed
    /BlockBE-ExtraCn
    /BlockBE-ExtraCnIt
    /BlockBE-Heavy
    /BlockBE-Italic
    /BlockBE-Regular
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BremenBT-Black
    /BremenBT-Bold
    /BroadwayBT-Regular
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Caliban
    /CarminaBT-Bold
    /CarminaBT-BoldItalic
    /CarminaBT-Light
    /CarminaBT-LightItalic
    /CarminaBT-Medium
    /CarminaBT-MediumItalic
    /Carta
    /Caslon224ITCbyBT-Bold
    /Caslon224ITCbyBT-BoldItalic
    /Caslon224ITCbyBT-Book
    /Caslon224ITCbyBT-BookItalic
    /Caslon540BT-Italic
    /Caslon540BT-Roman
    /CaslonBT-Bold
    /CaslonBT-BoldItalic
    /CaslonOpenFace
    /CaslonTwoTwentyFour-Black
    /CaslonTwoTwentyFour-BlackIt
    /CaslonTwoTwentyFour-Bold
    /CaslonTwoTwentyFour-BoldIt
    /CaslonTwoTwentyFour-Book
    /CaslonTwoTwentyFour-BookIt
    /CaslonTwoTwentyFour-Medium
    /CaslonTwoTwentyFour-MediumIt
    /CastleT-Bold
    /CastleT-Book
    /Caxton-Bold
    /Caxton-BoldItalic
    /Caxton-Book
    /Caxton-BookItalic
    /CaxtonBT-Bold
    /CaxtonBT-BoldItalic
    /CaxtonBT-Book
    /CaxtonBT-BookItalic
    /Caxton-Light
    /Caxton-LightItalic
    /CelestiaAntiqua-Ornaments
    /Centennial-BlackItalicOsF
    /Centennial-BlackOsF
    /Centennial-BoldItalicOsF
    /Centennial-BoldOsF
    /Centennial-ItalicOsF
    /Centennial-LightItalicOsF
    /Centennial-LightSC
    /Centennial-RomanSC
    /Century-Bold
    /Century-BoldItalic
    /Century-Book
    /Century-BookItalic
    /CenturyExpandedBT-Bold
    /CenturyExpandedBT-BoldItalic
    /CenturyExpandedBT-Italic
    /CenturyExpandedBT-Roman
    /Century-HandtooledBold
    /Century-HandtooledBoldItalic
    /Century-Light
    /Century-LightItalic
    /CenturyOldStyle-Bold
    /CenturyOldStyle-Italic
    /CenturyOldStyle-Regular
    /CenturySchoolbookBT-Bold
    /CenturySchoolbookBT-BoldCond
    /CenturySchoolbookBT-BoldItalic
    /CenturySchoolbookBT-Italic
    /CenturySchoolbookBT-Roman
    /Century-Ultra
    /Century-UltraItalic
    /CharterBT-Black
    /CharterBT-BlackItalic
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamBT-Bold
    /CheltenhamBT-BoldCondItalic
    /CheltenhamBT-BoldExtraCondensed
    /CheltenhamBT-BoldHeadline
    /CheltenhamBT-BoldItalic
    /CheltenhamBT-BoldItalicHeadline
    /CheltenhamBT-Italic
    /CheltenhamBT-Roman
    /Cheltenham-HandtooledBdIt
    /Cheltenham-HandtooledBold
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Christiana-Bold
    /Christiana-BoldItalic
    /Christiana-Italic
    /Christiana-Medium
    /Christiana-MediumItalic
    /Christiana-Regular
    /Christiana-RegularExpert
    /Christiana-RegularSC
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Light
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /CMR10
    /CMR8
    /CMSY10
    /CMSY8
    /CMTI10
    /CommonBullets
    /ConduitITC-Bold
    /ConduitITC-BoldItalic
    /ConduitITC-Light
    /ConduitITC-LightItalic
    /ConduitITC-Medium
    /ConduitITC-MediumItalic
    /CooperBlack
    /CooperBlack-Italic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Light
    /CooperBT-LightItalic
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-BoldCond
    /CopperplateGothicBT-Heavy
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Coronet-Regular
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Critter
    /CS-Special-font
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Della-RobbiaItalicBT
    /Della-RobbiaSCaps
    /Del-NormalSmallCaps
    /Delphin-IA
    /Delphin-IIA
    /Delta-Bold
    /Delta-BoldItalic
    /Delta-Book
    /Delta-BookItalic
    /Delta-Light
    /Delta-LightItalic
    /Delta-Medium
    /Delta-MediumItalic
    /Delta-Outline
    /DextorD
    /DextorOutD
    /DidotLH-OrnamentsOne
    /DidotLH-OrnamentsTwo
    /DINEngschrift
    /DINEngschrift-Alternate
    /DINMittelschrift
    /DINMittelschrift-Alternate
    /DINNeuzeitGrotesk-BoldCond
    /DINNeuzeitGrotesk-Light
    /Dom-CasItalic
    /DomCasual
    /DomCasual-Bold
    /Dom-CasualBT
    /Ehrhard-Italic
    /Ehrhard-Regular
    /EhrhardSemi-Italic
    /EhrhardtMT
    /EhrhardtMT-Italic
    /EhrhardtMT-SemiBold
    /EhrhardtMT-SemiBoldItalic
    /EhrharSemi
    /ELANGO-IB-A03
    /ELANGO-IB-A75
    /ELANGO-IB-A99
    /ElectraLH-Bold
    /ElectraLH-BoldCursive
    /ElectraLH-Cursive
    /ElectraLH-Regular
    /ElGreco
    /EnglischeSchT-Bold
    /EnglischeSchT-Regu
    /ErasContour
    /ErasITCbyBT-Bold
    /ErasITCbyBT-Book
    /ErasITCbyBT-Demi
    /ErasITCbyBT-Light
    /ErasITCbyBT-Medium
    /ErasITCbyBT-Ultra
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EUEX10
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuropeanPi-Four
    /EuropeanPi-One
    /EuropeanPi-Three
    /EuropeanPi-Two
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldCondensed
    /Eurostile-BoldExtendedTwo
    /Eurostile-BoldOblique
    /Eurostile-Condensed
    /Eurostile-Demi
    /Eurostile-DemiOblique
    /Eurostile-ExtendedTwo
    /EurostileLTStd-Demi
    /EurostileLTStd-DemiOblique
    /Eurostile-Oblique
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /ExPonto-Regular
    /FairfieldLH-Bold
    /FairfieldLH-BoldItalic
    /FairfieldLH-BoldSC
    /FairfieldLH-CaptionBold
    /FairfieldLH-CaptionHeavy
    /FairfieldLH-CaptionLight
    /FairfieldLH-CaptionMedium
    /FairfieldLH-Heavy
    /FairfieldLH-HeavyItalic
    /FairfieldLH-HeavySC
    /FairfieldLH-Light
    /FairfieldLH-LightItalic
    /FairfieldLH-LightSC
    /FairfieldLH-Medium
    /FairfieldLH-MediumItalic
    /FairfieldLH-MediumSC
    /FairfieldLH-SwBoldItalicOsF
    /FairfieldLH-SwHeavyItalicOsF
    /FairfieldLH-SwLightItalicOsF
    /FairfieldLH-SwMediumItalicOsF
    /Fences
    /Fenice-Bold
    /Fenice-BoldOblique
    /FeniceITCbyBT-Bold
    /FeniceITCbyBT-BoldItalic
    /FeniceITCbyBT-Regular
    /FeniceITCbyBT-RegularItalic
    /Fenice-Light
    /Fenice-LightOblique
    /Fenice-Regular
    /Fenice-RegularOblique
    /Fenice-Ultra
    /Fenice-UltraOblique
    /FlashD-Ligh
    /Flood
    /Folio-Bold
    /Folio-BoldCondensed
    /Folio-ExtraBold
    /Folio-Light
    /Folio-Medium
    /FontanaNDAaOsF
    /FontanaNDAaOsF-Italic
    /FontanaNDCcOsF-Semibold
    /FontanaNDCcOsF-SemiboldIta
    /FontanaNDEeOsF
    /FontanaNDEeOsF-Bold
    /FontanaNDEeOsF-BoldItalic
    /FontanaNDEeOsF-Light
    /FontanaNDEeOsF-Semibold
    /FormalScript421BT-Regular
    /Formata-Bold
    /Formata-MediumCondensed
    /ForteMT
    /FournierMT-Ornaments
    /FrakturBT-Regular
    /FrankfurterHigD
    /FranklinGothic-Book
    /FranklinGothic-BookItal
    /FranklinGothic-BookOblique
    /FranklinGothic-Condensed
    /FranklinGothic-Demi
    /FranklinGothic-DemiItal
    /FranklinGothic-DemiOblique
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItal
    /FranklinGothic-HeavyOblique
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothicITCbyBT-Heavy
    /FranklinGothicITCbyBT-HeavyItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumItal
    /FranklinGothic-Roman
    /Freeform721BT-Bold
    /Freeform721BT-BoldItalic
    /Freeform721BT-Italic
    /Freeform721BT-Roman
    /FreestyleScrD
    /Freestylescript
    /FreestyleScript
    /FrizQuadrataITCbyBT-Bold
    /FrizQuadrataITCbyBT-Roman
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura
    /FuturaBlackBT-Regular
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldCondensedItalic
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Heavy
    /FuturaBT-HeavyItalic
    /FuturaBT-Light
    /FuturaBT-LightCondensed
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /Futura-CondensedLight
    /Futura-CondensedLightOblique
    /Futura-ExtraBold
    /Futura-ExtraBoldOblique
    /Futura-Heavy
    /Futura-HeavyOblique
    /Futura-Light
    /Futura-LightOblique
    /Futura-Oblique
    /Futura-Thin
    /Galliard-Black
    /Galliard-BlackItalic
    /Galliard-Bold
    /Galliard-BoldItalic
    /Galliard-Italic
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Galliard-Roman
    /Galliard-Ultra
    /Galliard-UltraItalic
    /Garamond-Antiqua
    /GaramondBE-Bold
    /GaramondBE-BoldExpert
    /GaramondBE-BoldOsF
    /GaramondBE-CnExpert
    /GaramondBE-Condensed
    /GaramondBE-CondensedSC
    /GaramondBE-Italic
    /GaramondBE-ItalicExpert
    /GaramondBE-ItalicOsF
    /GaramondBE-Medium
    /GaramondBE-MediumCn
    /GaramondBE-MediumCnExpert
    /GaramondBE-MediumCnOsF
    /GaramondBE-MediumExpert
    /GaramondBE-MediumItalic
    /GaramondBE-MediumItalicExpert
    /GaramondBE-MediumItalicOsF
    /GaramondBE-MediumSC
    /GaramondBE-Regular
    /GaramondBE-RegularExpert
    /GaramondBE-RegularSC
    /GaramondBE-SwashItalic
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-Book
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-BookItalic
    /Garamond-Halbfett
    /Garamond-HandtooledBold
    /Garamond-HandtooledBoldItalic
    /GaramondITCbyBT-Bold
    /GaramondITCbyBT-BoldCondensed
    /GaramondITCbyBT-BoldCondItalic
    /GaramondITCbyBT-BoldItalic
    /GaramondITCbyBT-BoldNarrow
    /GaramondITCbyBT-BoldNarrowItal
    /GaramondITCbyBT-Book
    /GaramondITCbyBT-BookCondensed
    /GaramondITCbyBT-BookCondItalic
    /GaramondITCbyBT-BookItalic
    /GaramondITCbyBT-BookNarrow
    /GaramondITCbyBT-BookNarrowItal
    /GaramondITCbyBT-Light
    /GaramondITCbyBT-LightCondensed
    /GaramondITCbyBT-LightCondItalic
    /GaramondITCbyBT-LightItalic
    /GaramondITCbyBT-LightNarrow
    /GaramondITCbyBT-LightNarrowItal
    /GaramondITCbyBT-Ultra
    /GaramondITCbyBT-UltraCondensed
    /GaramondITCbyBT-UltraCondItalic
    /GaramondITCbyBT-UltraItalic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garamond-Light
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Garamond-LightItalic
    /GaramondNo4CyrTCY-Ligh
    /GaramondNo4CyrTCY-LighItal
    /GaramondThree
    /GaramondThree-Bold
    /GaramondThree-BoldItalic
    /GaramondThree-BoldItalicOsF
    /GaramondThree-BoldSC
    /GaramondThree-Italic
    /GaramondThree-ItalicOsF
    /GaramondThree-SC
    /GaramondThreeSMSIISpl-Italic
    /GaramondThreeSMSitalicSpl-Italic
    /GaramondThreeSMSspl
    /GaramondThreespl
    /GaramondThreeSpl-Bold
    /GaramondThreeSpl-Italic
    /Garamond-Ultra
    /Garamond-UltraCondensed
    /Garamond-UltraCondensedItalic
    /Garamond-UltraItalic
    /GarthGraphic
    /GarthGraphic-Black
    /GarthGraphic-Bold
    /GarthGraphic-BoldCondensed
    /GarthGraphic-BoldItalic
    /GarthGraphic-Condensed
    /GarthGraphic-ExtraBold
    /GarthGraphic-Italic
    /Geometric231BT-HeavyC
    /GeometricSlab712BT-BoldA
    /GeometricSlab712BT-ExtraBoldA
    /GeometricSlab712BT-LightA
    /GeometricSlab712BT-LightItalicA
    /GeometricSlab712BT-MediumA
    /GeometricSlab712BT-MediumItalA
    /Giddyup
    /Giddyup-Thangs
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldExtraCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-ExtraBoldDisplay
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSans-LightShadowed
    /GillSans-Shadowed
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gill-Special
    /Giovanni-Bold
    /Giovanni-BoldItalic
    /Giovanni-Book
    /Giovanni-BookItalic
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
    /Gothic-Thirteen
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /GoudyCatalogueBT-Regular
    /Goudy-ExtraBold
    /GoudyHandtooledBT-Regular
    /GoudyHeavyfaceBT-Regular
    /GoudyHeavyfaceBT-RegularCond
    /Goudy-Italic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-ExtraBold
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudySans-Black
    /GoudySans-BlackItalic
    /GoudySans-Bold
    /GoudySans-BoldItalic
    /GoudySans-Book
    /GoudySans-BookItalic
    /GoudySansITCbyBT-Black
    /GoudySansITCbyBT-BlackItalic
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Light
    /GoudySansITCbyBT-LightItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GoudySans-Medium
    /GoudySans-MediumItalic
    /Granjon
    /Granjon-Bold
    /Granjon-BoldOsF
    /Granjon-Italic
    /Granjon-ItalicOsF
    /Granjon-SC
    /GreymantleMVB-Ornaments
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Black-SemiBold
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Compressed
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-Light-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Condensed-Thin
    /Helvetica-ExtraCompressed
    /Helvetica-Fraction
    /Helvetica-FractionBold
    /HelveticaInserat-Roman
    /HelveticaInserat-Roman-SemiBold
    /Helvetica-Light
    /Helvetica-LightOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /HelveticaNeue-Black
    /HelveticaNeue-BlackCond
    /HelveticaNeue-BlackCondObl
    /HelveticaNeue-BlackExt
    /HelveticaNeue-BlackExtObl
    /HelveticaNeue-BlackItalic
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldCond
    /HelveticaNeue-BoldCondObl
    /HelveticaNeue-BoldExt
    /HelveticaNeue-BoldExtObl
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-ExtBlackCond
    /HelveticaNeue-ExtBlackCondObl
    /HelveticaNeue-Extended
    /HelveticaNeue-ExtendedObl
    /HelveticaNeue-Heavy
    /HelveticaNeue-HeavyCond
    /HelveticaNeue-HeavyCondObl
    /HelveticaNeue-HeavyExt
    /HelveticaNeue-HeavyExtObl
    /HelveticaNeue-HeavyItalic
    /HelveticaNeue-Italic
    /HelveticaNeue-Light
    /HelveticaNeue-LightCond
    /HelveticaNeue-LightCondObl
    /HelveticaNeue-LightExt
    /HelveticaNeue-LightExtObl
    /HelveticaNeue-LightItalic
    /HelveticaNeueLTStd-Md
    /HelveticaNeueLTStd-MdIt
    /HelveticaNeue-Medium
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-MediumExt
    /HelveticaNeue-MediumExtObl
    /HelveticaNeue-MediumItalic
    /HelveticaNeue-Roman
    /HelveticaNeue-Thin
    /HelveticaNeue-ThinCond
    /HelveticaNeue-ThinCondObl
    /HelveticaNeue-ThinItalic
    /HelveticaNeue-UltraLigCond
    /HelveticaNeue-UltraLigCondObl
    /HelveticaNeue-UltraLigExt
    /HelveticaNeue-UltraLigExtObl
    /HelveticaNeue-UltraLight
    /HelveticaNeue-UltraLightItal
    /Helvetica-Oblique
    /Helvetica-UltraCompressed
    /HelvExtCompressed
    /HelvLight
    /HelvUltCompressed
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-ExtraBold
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /Humanist521BT-UltraBold
    /Humanist521BT-XtraBoldCondensed
    /Humanist531BT-BlackA
    /Humanist531BT-BoldA
    /Humanist531BT-RomanA
    /Humanist531BT-UltraBlackA
    /Humanist777BT-BlackB
    /Humanist777BT-BlackCondensedB
    /Humanist777BT-BlackItalicB
    /Humanist777BT-BoldB
    /Humanist777BT-BoldCondensedB
    /Humanist777BT-BoldItalicB
    /Humanist777BT-ExtraBlackB
    /Humanist777BT-ExtraBlackCondB
    /Humanist777BT-ItalicB
    /Humanist777BT-LightB
    /Humanist777BT-LightCondensedB
    /Humanist777BT-LightItalicB
    /Humanist777BT-RomanB
    /Humanist777BT-RomanCondensedB
    /Humanist970BT-BoldC
    /Humanist970BT-RomanC
    /HumanistSlabserif712BT-Black
    /HumanistSlabserif712BT-Bold
    /HumanistSlabserif712BT-Italic
    /HumanistSlabserif712BT-Roman
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /Iglesia-Light
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Imago-Book
    /Imago-BookItalic
    /Imago-ExtraBold
    /Imago-ExtraBoldItalic
    /Imago-Light
    /Imago-LightItalic
    /Imago-Medium
    /Imago-MediumItalic
    /Industria-Inline
    /Industria-InlineA
    /Industria-Solid
    /Industria-SolidA
    /Insignia
    /Insignia-A
    /IPAExtras
    /IPAHighLow
    /IPAKiel
    /IPAKielSeven
    /IPAsans
    /ITCGaramondMM
    /ITCGaramondMM-It
    /JAKEOpti-Regular
    /JansonText-Bold
    /JansonText-BoldItalic
    /JansonText-Italic
    /JansonText-Roman
    /JansonText-RomanSC
    /JoannaMT
    /JoannaMT-Bold
    /JoannaMT-BoldItalic
    /JoannaMT-Italic
    /Juniper
    /KabelITCbyBT-Book
    /KabelITCbyBT-Demi
    /KabelITCbyBT-Medium
    /KabelITCbyBT-Ultra
    /Kaufmann
    /Kaufmann-Bold
    /KeplMM-Or2
    /KisBT-Italic
    /KisBT-Roman
    /KlangMT
    /Kuenstler480BT-Black
    /Kuenstler480BT-Bold
    /Kuenstler480BT-BoldItalic
    /Kuenstler480BT-Italic
    /Kuenstler480BT-Roman
    /KunstlerschreibschD-Bold
    /KunstlerschreibschD-Medi
    /Lapidary333BT-Black
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /LatinMT-Condensed
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LDecorationPi-One
    /LDecorationPi-Two
    /Leawood-Black
    /Leawood-BlackItalic
    /Leawood-Bold
    /Leawood-BoldItalic
    /Leawood-Book
    /Leawood-BookItalic
    /Leawood-Medium
    /Leawood-MediumItalic
    /LegacySans-Bold
    /LegacySans-BoldItalic
    /LegacySans-Book
    /LegacySans-BookItalic
    /LegacySans-Medium
    /LegacySans-MediumItalic
    /LegacySans-Ultra
    /LegacySerif-Bold
    /LegacySerif-BoldItalic
    /LegacySerif-Book
    /LegacySerif-BookItalic
    /LegacySerif-Medium
    /LegacySerif-MediumItalic
    /LegacySerif-Ultra
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldSlanted
    /LetterGothic-Slanted
    /Life-Bold
    /Life-Italic
    /Life-Roman
    /LINE10
    /LINEW10
    /Linotext
    /Lithos-Black
    /LithosBold
    /Lithos-Bold
    /Lithos-Regular
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOSL10
    /LOMD-Normal
    /LubalinGraph-Book
    /LubalinGraph-BookOblique
    /LubalinGraph-Demi
    /LubalinGraph-DemiOblique
    /LucidaHandwritingItalic
    /LucidaMath-Symbol
    /LucidaSansTypewriter
    /LucidaSansTypewriter-Bd
    /LucidaSansTypewriter-BdObl
    /LucidaSansTypewriter-Obl
    /LucidaTypewriter
    /LucidaTypewriter-Bold
    /LucidaTypewriter-BoldObl
    /LucidaTypewriter-Obl
    /LydianBT-Bold
    /LydianBT-BoldItalic
    /LydianBT-Italic
    /LydianBT-Roman
    /LydianCursiveBT-Regular
    /Machine
    /Machine-Bold
    /Marigold
    /MathematicalPi-Five
    /MathematicalPi-Four
    /MathematicalPi-One
    /MathematicalPi-Six
    /MathematicalPi-Three
    /MathematicalPi-Two
    /MatrixScriptBold
    /MatrixScriptBoldLin
    /MatrixScriptBook
    /MatrixScriptBookLin
    /MatrixScriptRegular
    /MatrixScriptRegularLin
    /Melior
    /Melior-Bold
    /Melior-BoldItalic
    /Melior-Italic
    /MercuriusCT-Black
    /MercuriusCT-BlackItalic
    /MercuriusCT-Light
    /MercuriusCT-LightItalic
    /MercuriusCT-Medium
    /MercuriusCT-MediumItalic
    /MercuriusMT-BoldScript
    /Meridien-Bold
    /Meridien-BoldItalic
    /Meridien-Italic
    /Meridien-Medium
    /Meridien-MediumItalic
    /Meridien-Roman
    /Minion-Black
    /Minion-Bold
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-BoldItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-DisplayItalic
    /Minion-DisplayRegular
    /MinionExp-Italic
    /MinionExp-Semibold
    /MinionExp-SemiboldItalic
    /Minion-Italic
    /Minion-Ornaments
    /Minion-Regular
    /Minion-Semibold
    /Minion-SemiboldItalic
    /MonaLisa-Recut
    /MrsEavesAllPetiteCaps
    /MrsEavesAllSmallCaps
    /MrsEavesBold
    /MrsEavesFractions
    /MrsEavesItalic
    /MrsEavesPetiteCaps
    /MrsEavesRoman
    /MrsEavesRomanLining
    /MrsEavesSmallCaps
    /MSAM10
    /MSAM10A
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM10A
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MTSYN
    /MusicalSymbols-Normal
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-CnBold
    /Myriad-CnBoldItalic
    /Myriad-CnItalic
    /Myriad-CnSemibold
    /Myriad-CnSemiboldItalic
    /Myriad-Condensed
    /Myriad-Italic
    /MyriadMM
    /MyriadMM-It
    /Myriad-Roman
    /Myriad-Sketch
    /Myriad-Tilt
    /NeuzeitS-Book
    /NeuzeitS-BookHeavy
    /NewBaskerville-Bold
    /NewBaskerville-BoldItalic
    /NewBaskerville-Italic
    /NewBaskervilleITCbyBT-Bold
    /NewBaskervilleITCbyBT-BoldItal
    /NewBaskervilleITCbyBT-Italic
    /NewBaskervilleITCbyBT-Roman
    /NewBaskerville-Roman
    /NewCaledonia
    /NewCaledonia-Black
    /NewCaledonia-BlackItalic
    /NewCaledonia-Bold
    /NewCaledonia-BoldItalic
    /NewCaledonia-BoldItalicOsF
    /NewCaledonia-BoldSC
    /NewCaledonia-Italic
    /NewCaledonia-ItalicOsF
    /NewCaledonia-SC
    /NewCaledonia-SemiBold
    /NewCaledonia-SemiBoldItalic
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-BoldOblique
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldCondensed
    /NewsGothicBT-BoldCondItalic
    /NewsGothicBT-BoldExtraCondensed
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Demi
    /NewsGothicBT-DemiItalic
    /NewsGothicBT-ExtraCondensed
    /NewsGothicBT-Italic
    /NewsGothicBT-ItalicCondensed
    /NewsGothicBT-Light
    /NewsGothicBT-LightItalic
    /NewsGothicBT-Roman
    /NewsGothicBT-RomanCondensed
    /NewsGothic-Oblique
    /New-Symbol
    /NovareseITCbyBT-Bold
    /NovareseITCbyBT-BoldItalic
    /NovareseITCbyBT-Book
    /NovareseITCbyBT-BookItalic
    /Nueva-BoldExtended
    /Nueva-Roman
    /NuptialScript
    /OceanSansMM
    /OceanSansMM-It
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OnyxMT
    /Optima
    /Optima-Bold
    /Optima-BoldItalic
    /Optima-BoldOblique
    /Optima-ExtraBlack
    /Optima-ExtraBlackItalic
    /Optima-Italic
    /Optima-Oblique
    /OSPIRE-Plain
    /OttaIA
    /Otta-wa
    /Ottawa-BoldA
    /OttawaPSMT
    /Oxford
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /Palatino-Roman
    /Parisian
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PhotinaMT
    /PhotinaMT-Bold
    /PhotinaMT-BoldItalic
    /PhotinaMT-Italic
    /PhotinaMT-SemiBold
    /PhotinaMT-SemiBoldItalic
    /PhotinaMT-UltraBold
    /PhotinaMT-UltraBoldItalic
    /Plantin
    /Plantin-Bold
    /Plantin-BoldItalic
    /Plantin-Italic
    /Plantin-Light
    /Plantin-LightItalic
    /Plantin-Semibold
    /Plantin-SemiboldItalic
    /Poetica-ChanceryI
    /Poetica-SuppLowercaseEndI
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /ProseAntique-Bold
    /ProseAntique-Normal
    /QuaySansEF-Black
    /QuaySansEF-BlackItalic
    /QuaySansEF-Book
    /QuaySansEF-BookItalic
    /QuaySansEF-Medium
    /QuaySansEF-MediumItalic
    /Quorum-Black
    /Quorum-Bold
    /Quorum-Book
    /Quorum-Light
    /Quorum-Medium
    /Raleigh
    /Raleigh-Bold
    /Raleigh-DemiBold
    /Raleigh-Medium
    /Revival565BT-Bold
    /Revival565BT-BoldItalic
    /Revival565BT-Italic
    /Revival565BT-Roman
    /Ribbon131BT-Bold
    /Ribbon131BT-Regular
    /RMTMI
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /RotisSansSerif
    /RotisSansSerif-Bold
    /RotisSansSerif-ExtraBold
    /RotisSansSerif-Italic
    /RotisSansSerif-Light
    /RotisSansSerif-LightItalic
    /RotisSemiSans
    /RotisSemiSans-Bold
    /RotisSemiSans-ExtraBold
    /RotisSemiSans-Italic
    /RotisSemiSans-Light
    /RotisSemiSans-LightItalic
    /RotisSemiSerif
    /RotisSemiSerif-Bold
    /RotisSerif
    /RotisSerif-Bold
    /RotisSerif-Italic
    /RunicMT-Condensed
    /Sabon-Bold
    /Sabon-BoldItalic
    /Sabon-Italic
    /Sabon-Roman
    /SackersGothicLight
    /SackersGothicLightAlt
    /SackersItalianScript
    /SackersItalianScriptAlt
    /Sam
    /Sanvito-Light
    /SanvitoMM
    /Sanvito-Roman
    /Semitica
    /Semitica-Italic
    /SIVAMATH
    /Siva-Special
    /SMS-SPELA
    /Souvenir-Demi
    /Souvenir-DemiItalic
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /Souvenir-Light
    /Souvenir-LightItalic
    /SpecialAA
    /Special-Gali
    /Sp-Sym
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-PhoneticAlternate
    /StoneSans-PhoneticIPA
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /StoneSerif
    /StoneSerif-Italic
    /StoneSerif-PhoneticAlternate
    /StoneSerif-PhoneticIPA
    /StoneSerif-Semibold
    /StoneSerif-SemiboldItalic
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-BlackRounded
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-BoldRounded
    /Swiss721BT-Heavy
    /Swiss721BT-HeavyItalic
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Medium
    /Swiss721BT-MediumItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721BT-ThinItalic
    /Swiss921BT-RegularA
    /Symbol
    /Syntax-Black
    /Syntax-Bold
    /Syntax-Italic
    /Syntax-Roman
    /Syntax-UltraBlack
    /Tekton
    /Times-Bold
    /Times-BoldA
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /Times-NewRoman
    /Times-NewRomanBold
    /Times-Oblique
    /Times-PhoneticAlternate
    /Times-PhoneticIPA
    /Times-Roman
    /Times-RomanSmallCaps
    /Times-Sc
    /Times-SCB
    /Times-special
    /TimesTenGreekP-Upright
    /TradeGothic
    /TradeGothic-Bold
    /TradeGothic-BoldCondTwenty
    /TradeGothic-BoldCondTwentyObl
    /TradeGothic-BoldOblique
    /TradeGothic-BoldTwo
    /TradeGothic-BoldTwoOblique
    /TradeGothic-CondEighteen
    /TradeGothic-CondEighteenObl
    /TradeGothicLH-BoldExtended
    /TradeGothicLH-Extended
    /TradeGothic-Light
    /TradeGothic-LightOblique
    /TradeGothic-Oblique
    /Trajan-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trajan-Regular
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /Transitional551BT-MediumB
    /Transitional551BT-MediumItalicB
    /Univers
    /Universal-GreekwithMathPi
    /Universal-NewswithCommPi
    /Univers-BlackExt
    /Univers-BlackExtObl
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-CondensedBoldOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-ExtraBlackExt
    /Univers-ExtraBlackExtObl
    /Univers-Light
    /Univers-LightOblique
    /UniversLTStd-Black
    /UniversLTStd-BlackObl
    /Univers-Oblique
    /Utopia-Black
    /Utopia-BlackOsF
    /Utopia-Bold
    /Utopia-BoldItalic
    /Utopia-Italic
    /Utopia-Ornaments
    /Utopia-Regular
    /Utopia-Semibold
    /Utopia-SemiboldItalic
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Viva-BoldExtraExtended
    /Viva-Regular
    /Weidemann-Black
    /Weidemann-BlackItalic
    /Weidemann-Bold
    /Weidemann-BoldItalic
    /Weidemann-Book
    /Weidemann-BookItalic
    /Weidemann-Medium
    /Weidemann-MediumItalic
    /WindsorBT-Elongated
    /WindsorBT-Light
    /WindsorBT-LightCondensed
    /WindsorBT-Roman
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfCalligraphic801BT-Bold
    /ZapfCalligraphic801BT-BoldItal
    /ZapfCalligraphic801BT-Italic
    /ZapfCalligraphic801BT-Roman
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Demi
    /ZapfChanceryITCbyBT-Medium
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZapfHumanist601BT-Ultra
    /ZapfHumanist601BT-UltraItalic
    /ZurichBT-Black
    /ZurichBT-BlackExtended
    /ZurichBT-BlackItalic
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldExtended
    /ZurichBT-BoldExtraCondensed
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraBlack
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-LightCondensedItalic
    /ZurichBT-LightExtraCondensed
    /ZurichBT-LightItalic
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
  ]
  /NeverEmbed [ true
    /TimesNewRomanPS
    /TimesNewRomanPS-Bold
    /TimesNewRomanPS-BoldItalic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-Italic
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings for creating PDF files for submission to The Sheridan Press. These settings configured for Acrobat v6.0 08/06/03.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


